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Abstract. Let \( B = (B_t)_{t \geq 0} \) be a standard Brownian motion. For \( c > 0 \), \( k > 0 \), let

\[
T(c, k) = \inf \{ t \geq 0 : \max_{s \leq t} B_s - cB_t \geq k \},
\]

\[
T^*(c, k) = \inf \{ t \geq 0 : \max_{s \leq t} |B_s| - c|B_t| \geq k \}.
\]

We show that for \( c > 0 \) and \( k > 0 \), both \( T(c, k) \) and \( T^*(c, k) \) are finite almost everywhere. Moreover, \( T(c, k) \) and \( T^*(c, k) \) are in \( L^p \) if and only if \( c < p/(p - 1) \) for \( p > 1 \), and for all \( c > 0 \) when \( p \leq 1 \). These results have analogues for simple random walks. As a consequence, if \( T \) is any stopping time of \( B_t \) such that \( (B_{T \land t})_{t \geq 0} \) is uniformly integrable, then both of the inequalities

\[
\left\| \sup_{t \leq T} B_t \right\|_p \leq \frac{p}{p - 1} \left\| B_T \right\|_p,
\]

\[
\left\| \sup_{t \leq T} |B_t| \right\|_p \leq \frac{p}{p - 1} \left\| B_T \right\|_p,
\]

are sharp. This implies that \( q = p/(p - 1) \) is not only the best constant for Doob's maximal inequality for general martingales but also for conditionally symmetric martingales (in particular, for dyadic martingales), and for Brownian motion.

1. Introduction and summary of results

Let \( f = (f_0, f_1, \ldots) \) be a martingale on a probability space \( (\Omega, \mathcal{F}, P) \), and \( d = (d_0, d_1, \ldots) \) its difference sequence: \( d_0 = f_0 \) and \( d_n = f_n - f_{n-1} \) for \( n \geq 1 \). A martingale \( f = (f_0, f_1, \ldots) \) is conditionally symmetric if \( d_n \) and \( -d_n \) have the same distribution given \( d_0, \ldots, d_{n-1} \) for any \( n \geq 1 \). Any dyadic martingale is conditionally symmetric. An even more special example of a conditionally symmetric martingale is simple random walk. We say \( (S_n)_{n \geq 0} \) is a simple random walk of step \( \delta > 0 \) starting at \( a \), if \( X_0 = a \) and \( S_n = \sum_{i=0}^{n} X_i \), where \( (X_n)_{n \geq 1} \) is a sequence of independent identically distributed
random variables with $P(X_1 = \pm \delta) = \frac{1}{2}$. For any stopping time $T$ of $(S_n)_{n \geq 0}$, the sequence $f = (S_n \wedge T)_{n \geq 0}$ is a conditionally symmetric martingale, where $a \wedge b = \min(a, b)$. We use $\bar{M}_n(f)$ and $f^*_n$ to denote $\max_{1 \leq n} f_i$ and $\max_{1 \leq n} |f_i|$ respectively. Note that $|\bar{M}_n(f)| \leq f^*_n$. We sometimes use $M_n$ to stand for $M_n(f)$.

For $p > 1$, let $q = p/(p-1)$ be the conjugate of $p$. Recall Doob's inequality [7].

**Theorem A.** Let $f = (f_0, f_1, \ldots)$ be a martingale, then for $p > 1$, $n \geq 1$,

$$\|f_n^*\|_p \leq q\|f_n\|_p.$$  

It is well known that $q$ is the best constant since it is clearly the best constant in Hardy's inequality, a special case, see for example, Chatterji [4]. Thus, it would be interesting to know whether $q$ is still the best possible constant for conditionally symmetric martingales. The analogue of Theorem A for a continuous time martingale is the following:

**Theorem B.** Let $f = (f_t)_{t \geq 0}$ be a continuous time martingale with right-continuous paths. If $T$ is any stopping time of $f$ such that $(f_T \wedge t)_{t \geq 0}$ is uniformly integrable, then for $p > 1$,

$$\|f_T^*\|_p \leq q\|f_T\|_p.$$  

It would be interesting to know whether this inequality is sharp for Brownian motion, hence for general continuous time martingales.

We will give positive answers to all of the above questions. In order to state the results of this paper, we introduce some notation.

Let $S = (S_n)_{n \geq 0}$ be a simple random walk of step 1 starting at 0. We define

$$N(c, k) = \inf\{n \geq 0: M_n(S) - cS_n \geq k\},$$

$$N^*(c, k) = \inf\{n \geq 0: S^*_n - c|S_n| \geq k\}.$$  

Likewise, for Brownian motion $B = (B_t)_{t \geq 0}$, let

$$T(c, k) = \inf\{t \geq 0: M_t(B) - cB_t \geq k\},$$

$$T^*(c, k) = \inf\{t \geq 0: B^*_t - c|B_t| \geq k\}.$$  

The main results of this paper are:

**Theorem 1.** For any $c > 0$ and $k > 0$, $N(c, k) < \infty$ and $N^*(c, k) < \infty$ a.e. Moreover, $N(c, k) \in L^{p/2}$ if and only if $c < q$ when $p > 1$, and $c < \infty$ when $0 < p \leq 1$. Similarly, $N^*(c, k) \in L^{p/2}$ if and only if $c < q$ when $p > 1$, and $c < \infty$ when $0 < p \leq 1$.

As consequences of Theorem 1, we will show the following:

**Theorem 2.** For any $c > 0$ and $k > 0$, $T(c, k) < \infty$ and $T^*(c, k) < \infty$ a.e. Moreover, $T(c, k) \in L^{p/2}$ if and only if $c < q$ when $p > 1$, and $c < \infty$ when $0 < p \leq 1$.  
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0 < p ≤ 1. Similarly, \( T^*(c, k) \in L^{p/2} \) if and only if \( c < q \) when \( p > 1 \), and \( c < \infty \) when \( 0 < p \leq 1 \).

Combining above results with Theorems A and B, we get

**Theorem 3.** Let \( f = (f_n)_{n \geq 0} \) be a conditionally symmetric martingale. Then for \( p > 1, \ n \geq 1 \), both of the inequalities

\[
\|f^*_n\|_p \leq q \|f_n\|_p, \quad \|M_n\|_p \leq q \|f_n\|_p,
\]

are sharp.

**Theorem 4.** Let \( B = (B_t)_{t \geq 0} \) be a standard Brownian motion. If \( T \) is a stopping time of \( B \) such that \( (B_{T \wedge t})_{t \geq 0} \) is uniformly integrable, then both of the inequalities

\[
\|B^*_T\|_p \leq q \|B_T\|_p, \quad \|M_T\|_p \leq q \|B_T\|_p,
\]

are sharp.

Thus, the best constant for Doob’s general martingale maximal inequality is also the best constant for conditionally symmetric martingales and Brownian motion. This is similar to the behavior of the best constants in the Burkholder inequalities for martingale transforms [3]. In contrast, the constants in Burkholder’s square-function inequalities for general martingales [1] are not the same as the best constants for conditionally symmetric martingales or Brownian motion, although for the last cases they are the same. See Davis [6] and Wang [11] for details.

## 2. The proof of Theorem 1

It is well known that (see Chung [5], for example), for some integer \( c > 0 \) and all \( m \),

\[
P(S_n = cm \ i.o.) = 1.
\]

In particular, if \( k \) is a positive real number, then

\[
P(S_n = 0 \ i.o.) = 1 \quad \text{and} \quad P(S_n \geq k \ i.o.) = 1.
\]

Hence \( N(c, k) < \infty \) a.e.

Before proving the rest of the theorem, we state a lemma that shows the relationship between \( N(c, k) \) and \( N^*(c, k) \).

**Lemma 1.** If \( k \) is a positive integer, then

\[
N^*(c, k) = V_k + N(c, k) \circ \theta_{V_k} \cdot 1(S_{V_k} = k) + \tilde{N}(c, k) \circ \theta_{V_k} \cdot 1(S_{V_k} = -k),
\]

where \( V_k = \inf\{n \geq 0: |S_n| = k\} \) and \( \tilde{N}(c, k) = \inf\{n \geq 0: cS_n - \inf_{i \leq n} S_i \geq k\} \). The function \( \theta \) is the shift transformation: \( \Omega \to \Omega \) obtained by setting \( \theta_n(\omega)(m) = \omega(m + n) \) for \( m, \ n \geq 0 \).

Note that \( N(c, k) \) and \( \tilde{N}(c, k) \) have the same distribution.
Proof. Since $V_k < \infty$ a.e., either $S_{V_k} = k$ or $S_{V_k} = -k$.

Because $k > 0$, we have $V_k \geq 1$. Let $m \geq 1$. On $(S_{V_k} = k, V_k = m)$, when $i < m$, $S^*_i - c|S_i| \leq S^*_i < k$. So $N^*(c, k) \geq m$. Taking $m \leq i \leq N^*(c, k)$, we claim $S_i \geq 0$. Otherwise, there exists an $m \leq i_0 < N^*(c, k)$ such that $S_{i_0} = 0$ since $S_m = k > 0$. Then, $S^*_{i_0} - c|S_{i_0}| \geq S^*_m = k$, contrary to $i_0 < N^*(c, k)$. Hence, $S_i \geq 0$ for $m \leq i \leq N^*(c, k)$. Consequently, by $S^*_m = M_m = S_m = k$,

$$N^*(c, k) = \inf\{n \geq m : M_n(S) - cS_n \geq k\}$$

$$= m + \inf\{n \geq 0 : M_n(S) \circ \theta_m - cS_n \circ \theta_m \geq k\}$$

Thus $N^*(c, k) = V_k + N(c, k) \circ \theta_{V_k}$ on $(S_{V_k} = k)$. Similarly, $N^*(c, k) = V_k + \bar{N}(c, k) \circ \theta_{V_k}$ on $(S_{V_k} = -k)$. This completes the proof. \qed

We shall show that, if $c > 0$ and $k > 0$, then $N(c, k) \in L^{p/2}$ if and only if $c < q$ when $p > 1$ and $c < \infty$ when $0 < p \leq 1$. Then we apply Lemma 1 to get similar results for $N^*(c, k)$.

We start with another lemma.

Lemma 2. Let $x$ be any positive integer, then

$$N(c, k) = R_x + N(c, k) \circ \theta_{R_x} \quad \text{on } R_x \leq N(c, k),$$

where $R_x = \inf\{n \geq 0 : S_n = x\}$.

Proof. On $R_x \leq N(c, k)$, since $M_{R_x}(S) = S_{R_x} = x$,

$$N(c, k) = \inf\{n \geq R_x : M_n(S) - cS_n \geq k\}$$

$$= R_x + \inf\{n \geq 0, M_n(S) \circ \theta_{R_x} - cS_n \circ \theta_{R_x} \geq k\}$$

$$= R_x + N(c, k) \circ \theta_{R_x}. \quad \Box$$

Now we state the main result. Here $\lceil x \rceil = \inf\{k : k \text{ is integer, } k \geq x\}$.

Corollary 2.1. Let $c \geq 1$. If $x$ be any positive integer, then

$$P(M_N \geq x) = f(c, x) \cdot P(M_N \geq x - 1),$$

where $N = N(c, k)$, and

$$f(c, x) = \frac{[(k + (c - 1)(x - 1))/c]}{[(k + (c - 1)(x - 1))/c] + 1}.$$
where \( N_x = N_x(c, k) = \inf\{n \geq 0: M_n(S') - cS'_n \geq k\} \) and where \( R'_x = \inf\{n \geq 0: S'_n = x\} \). The sequence \( S' = (S'_n)_{n \geq 0} \) with \( S'_n = x - 1 + S_n \) is a simple random walk of step 1 starting at \( x - 1 \). The next to last equality is from the strong Markovian property of \( S \). We now show \( f(c, x) = P(M'_{N_x}(S') \geq x) = [(k + (c - 1)(x - 1))/c]/([(k + (c - 1)(x - 1))/c] + 1) \).

First we show that \( N_x(c, k) \) and \( N(c, k + (c - 1)(x - 1)) \) have the same distribution.

By \( S'_n = x - 1 + S_n \), we see, for any natural number \( m \),

\[
P(N_x(c, k) = m) = P((M_m(S) + x - 1) - c(S_m + x - 1) \geq k, \quad M_i(S) + x - 1 - c(S_i + x - 1) < k, \quad i < m)
\]

\[
= P(M_m(S) - cS_m \geq k + (c - 1)(x - 1), \quad M_i(S) - cS_i < k + (c - 1)(x - 1), \quad i < m)
\]

\[
= P(N(c, k + (c - 1)(x - 1)) = m).
\]

So they have the same distribution. Thus \( N_x < \infty \) a.e. Hence,

\[
P(M'_{N_x}(S') \geq x) = 1 - P(M'_{N_x}(S') \leq x - 1)
\]

\[
= 1 - \sum_{m=0}^{\infty} P(M_m(S') \leq x - 1, \quad N_x = m).
\]

Using \( S'_m = x - 1 + S_m \) and \( M_m(S) \geq 0 \), we have, for any \( m \geq 0 \),

\[
P(M_m(S') \leq x - 1, \quad N_x = m)
\]

\[
= P(M_m(S) \leq 0, \quad M_m(S) - cS_m \geq k + (c - 1)(x - 1), \quad M_i(S) - cS_i < k + (c - 1)(x - 1), \quad i < m)
\]

\[
= P\left(M_m(S) = 0, \quad S_m \leq -\frac{k + (c - 1)(x - 1)}{c}, \quad S_i > -\frac{k + (c - 1)(x - 1)}{c}, \quad i < m\right)
\]

\[
= P(R^1_{k^0} = m, \quad S_{R^1_{k^0}} = k^0),
\]

where \( R^a_b = \inf\{n \geq 0: S_n \geq a \text{ or } S_n \leq b\} \) and \( k^0 = -[(k + (c - 1)(x - 1))/c] \).

Thus, by (1),

\[
P(M'_{N_x}(S') \geq x) = 1 - P(S_{R^1_{k^0}} = k^0) = \frac{[(k + (c - 1)(x - 1))/c]}{[(k + (c - 1)(x - 1))/c] + 1}.
\]

This finishes the proof. \( \square \)

**Remark.** When \( c = 1 \), \( f(c, x) = k/(k + 1) \). Thus \( M_N \) is geometrically distributed. Dubins and Schwarz [9] showed a similar result; namely, that \( M_T = \sup_{t \leq T} B_t \) is exponentially distributed, where \( T = T(1, k) \). When \( c < 1 \),
all of the above arguments are still valid up to \( P(M_N \geq x) = P(M_N \geq x - 1)P(M_{N,x}(S') \geq x) \). Let \( x \) be large enough so that \((1 - c)(x - 1) \geq k\), then \( N_x = 0 \). Consequently, \( M_N(S') = M_0(S') = x - 1 < x \). So \( P(M_N \geq x) = 0 \). This means \( M_N \) is bounded. Hence, when \( c \leq 1 \), \( S_N^* \in L^p \) for all \( p > 0 \): \( S_N^* \leq M_N + (k+1)/c \) where \( S_N \geq -(k+1)/c \) for all positive integers \( n \). Note that \( N^{1/2} = N^{1/2}(c, k) \) is the square-function of the martingale \((S_{N\wedge n})_{n \geq 0}\) and \( S_N^* \) is its maximal function. Thus, by the square-function inequality for martingales (Burkholder [1]), we have \( N(c, k) \in L^p \) for all \( p > 0 \). We therefore have shown the following:

**Corollary 2.2.** Let \( c \leq 1 \) and \( k > 0 \), then \( N(c, k) \in L^p \) for \( p > 0 \).

Corollary 2.1 implies that, for any positive integer \( n \), \( P(M_N \geq n) = \prod_{i=1}^{n} f(c, i) \).

**Lemma 3.** \( \ln(P(M_N \geq n)) = -\frac{c}{c-1} \ln(n) + O(1) \), for \( c > 1 \) and positive integer \( n \).

**Proof.** By calculus,

\[
\ln(P(M_N \geq n)) = \sum_{i=1}^{n} \ln(f(c, i)) = \sum_{i=1}^{n} \ln \left( \frac{(k+(c-1)(i-1))/c}{[(k+(c-1)(i-1))/c]+1} \right) = \sum_{i=0}^{n-1} \ln \left( 1 - \frac{c}{c-1} \frac{i}{i + \frac{k+c}{c-1}} \right) + O(1) = -\frac{c}{c-1} \sum_{i=0}^{n-1} \frac{1}{i + \frac{k+c}{c-1}} + O(1) = -\frac{c}{c-1} \sum_{i=1}^{n} \frac{1}{i} + O(1) = -\frac{c}{c-1} \ln(n) + O(1). \]

As a consequence, we get

**Corollary 3.1.** Let \( c > 1 \) and \( k > 0 \), then \( N(c, k) \in L^{p/2} \) if and only if \( c < q \) for \( p > 1 \) or \( c < \infty \) when \( p \leq 1 \).

**Proof.** Since \( N(c, k) < \infty \) a.e., \( M_N \in L^p \) iff \( \sum_{n=1}^{\infty} n^{p-1} P(M_N \geq n) < \infty \). By Lemma 3, this is equivalent to \( \sum_{n=1}^{\infty} n^{c_p} < \infty \), where \( c_p = p - 1 - c/(c-1) \). Thus \( p - 1 - c/(c-1) < -1 \), that is, \( c < q \) when \( p > 1 \), or \( c < \infty \) when \( p \leq 1 \). But \( M_N - cS_N = [k] \) and \( M_N \leq S_N^* \leq M_N + (k+1)/c \), we have \( S_N \in L^p \) and \( S_N^* \in L^p \) if and only if \( c < q \) when \( p > 1 \), or \( c < \infty \) when \( p \leq 1 \). Now by square-function inequality for martingales, we have \( N(c, k) \in L^{p/2} \) if and only if \( c < q \) when \( p > 1 \), or \( c < \infty \) when \( p \leq 1 \). This proves the corollary. \( \square \)

Combining Corollaries 2.2 and 3.1, we show the half part of Theorem 1 about \( N(c, k) \). For another half, by the strong Markovian property and Lemma 1, we have for \( c > 0 \) and \( k > 0 \), \( N^*(c, k) < \infty \) a.e. Meanwhile,

\[
E(N(c, ck))^{p/2} \leq E(N^*(c, k))^{p/2} \leq 2^{p/2}(E(N(c, ck))^{p/2} + E(V_k)^{p/2}).
\]

Therefore, \( N^*(c, k) \in L^{p/2} \) if and only if \( N(c, ck) \in L^{p/2} \). This completes the proof.
3. The proof of Theorem 2

Lemma 4. If \( k \) is a natural number, then
\[
T^*(c, k) = \nu_k + T(c, k) \circ \theta_{\nu_k} \cdot 1_{(B_t = k)} + \tilde{T}(c, k) \circ \theta_{\nu_k} \cdot 1_{(B_t = -k)},
\]
where \( \nu_k = \inf\{t \geq 0 : |B_t| = k\} \) and \( \tilde{T}(c, k) = \inf\{t \geq 0 : cB_t - \inf_{s \leq t} B_s \geq k\} \).

We omit the proof since it is similar to Lemma 1. The reader should notice that \( T(c, k) \) and \( \tilde{T}(c, k) \) have the same distribution.

Because Brownian motion can be approximated by simple random walks of small steps starting at 0, it is natural that the above results should be able to extend to \( T(c, k) \) and \( T^*(c, k) \). First note that Theorem 1 still holds for simple random walks of step size \( \delta \) starting at 0. For a positive integer \( j \), we shall follow a well-known procedure to approximate Brownian motion by a simple random walk of step size \( 1/j \) starting at 0. Let \( \tau(0, j) = 0 \). Define \( \tau(1, j) = \inf\{t > 0 : |B_t| = 1/j\} \) and \( \tau(m, j) = \tau(m - 1, j) + \tau(1, j) \circ \theta_{\tau(m-1, j)} \) for \( m \geq 1 \). Then \( S_j = (S_j^n)_{n \geq 0} = (B_{\tau(n,j)})_{n \geq 0} \) is a simple random walk of step \( 1/j \) starting at 0. If \( N_j(c, k) = \inf\{n \geq 0 : M_n(S_j) - cS_j^j \geq k\} \) and \( N^*_j(c, k) = \inf\{n \geq 0 : S_n^j - cS_j^j \geq k\} \), then \( Q(c, k, j) = \tau(N_j(c, k), j) \) and \( Q^*(c, k, j) = \tau(N^*_j(c, k), j) \) are stopping times of Brownian motion. By the definition of \( \tau(n, j) \), we see, for \( n \geq 1 \),
\[
|B_t - S_j^j| \leq 1/j \quad \text{for } (n-1, j) < t \leq (n, j).
\]
Moreover, \( B_{Q(c,k,j)} = S_j^j \) and \( B_{Q^*(c,k,j)} = S_j^j \). Consequently,
\[
M_{N_j(c,k)}(S_j^j) - 1/j \leq M_{Q(c,k,j)}(B) \leq M_{N_j(c,k)}(S_j^j) + 1/j,
\]
\[
S_{N_j^*(c,k)}^j - 1/j \leq B_{Q^*(c,k,j)}^j \leq S_{N_j^*(c,k)}^j + 1/j.
\]
By Theorem 1, these show
\[
T(c, k - 1/j) \leq Q(c, k, j) < \infty
\]
\[
T^*(c, k - 1/j) \leq Q^*(c, k, j) < \infty \quad \text{a.e.}
\]
Since \( k \) and \( j \) are arbitrary, we have shown that \( T(c, k) < \infty \) and \( T^*(c, k) < \infty \) a.e.

Next, by the Burkholder inequality for Brownian motion ([1,2] or Millar [10]), the facts that \( S_{N_j(c,k)}^j \leq M_{N_j(c,k)}(S_j^j) + (k + 1)/c \) and that \( B_{Q(c,k,j)}^j \leq M_{Q(c,k,j)}(B) + (k + 2)/c \) from (2), (3), and (4), we see that when \( p > 1 \), \( Q(c, k, j) \) and \( Q^*(c, k, j) \in L^{p/2} \) if and only if \( N_j(c, k) \) and \( N_j^*(c, k) \in L^{p/2} \) respectively. Thus, using Theorem 1 and (5), we have \( T(c, k) \in L^{p/2} \) and \( T^*(c, k) \in L^{p/2} \) if \( c < q \) when \( p > 1 \). This implies that \( T(c, k) \in L^{p/2} \) and \( T^*(c, k) \in L^{p/2} \) if \( c < q \) when \( p > 1 \) and \( c < \infty \) when \( p \leq 1 \). To see that \( T(c, k) \notin L^{p/2} \) and \( T^*(c, k) \notin L^{p/2} \) when \( c \geq q \), note that by Lemma 4 and the strong Markovian property of Brownian motion, we have \( T^*(c, k) \in L^{p/2} \).
if and only if \( T(c, ck) \in L^{p/2} \). Thus we may assume \( T^*(c, k) \in L^{p/2} \). Then, by Burkholder inequality,
\[
\|B^*_T(c, k)\|_p = \|c|B^*_T(c, k)| + k\|_p > q\|B^*_T(c, k)\|_p ,
\]
which is contrary to Theorem B.

This completes the proof of Theorem 2.

4. The proofs of Theorems 3 and 4

We need to show only that for any \( 1 < c < q \),
\[
(6) \quad \|S^*_N(c, k)\|_p \geq c\|S^*_N(c, k)\|_p ,
\]
\[
(7) \quad \|M^*_N(c, k)(S)\|_p \geq c\|S_N(c, k)\|_p .
\]

These imply
\[
\|B^*_Q(c, k, 1)\|_p \geq \|S^*_N(c, k)\|_p \geq c\|B^*_Q(c, k, 1)\|_p ,
\]
\[
\|M^*_Q(c, k, 1)(B)\|_p \geq \|M^*_N(c, k)(S)\|_p \geq c\|B^*_Q(c, k, 1)\|_p .
\]

From the definition of \( N^*(c, k) \), (6) clearly follows. To show (7), note that when \( k \leq 1 \) and \( 1 < c < q \), \( S_N(c, k) = (M^*_N(c, k) - 1)/c \geq -1/c > -1 \). Hence, \( S_N(c, k) \geq 0 \). Thus, from the definition of \( N(c, k) \), (7) follows. This completes the proofs.
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