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Abstract. The Radon transform, which enables one to reconstruct a function of \( N \) variables from the knowledge of its integrals over all hyperplanes of dimension \( N - 1 \), has been extended to Schwartz distributions by several people including Gelfand, Graev, and Vilenkin, who extended it to tempered distributions.

In this paper we extend the Radon transform to a space of Boehmians. Boehmians are defined as sequences of convolution quotients and include Schwartz distributions and regular Mikusinski operators.

Our extension of the Radon transform includes generalized functions of infinite order with compact support. The technique used in this paper is based on algebraic properties of the Radon transform and its convolution structure rather than on their analytic properties. Our results do not contain nor are contained in those obtained by Gelfand et al.

1. Introduction

The Radon transform, which was defined and studied by Radon [11] in 1917, has emerged in the last two decades as one of the most important mathematical tools in various fields of applications in physics, engineering, astronomy, and medicine. The applications of the Radon transform are numerous; however, the most widely known is probably its application in medical imaging, where it plays an essential role in the field of Computerized Axial Tomography or Computerized Assisted Tomography, commonly known to the public as CAT scans.

The importance of the Radon transform and its inverse lies in the fact that they solve the following reconstruction problem: construct a function \( f(x, y) \) given that its integrals over all straight lines are known; or more generally, construct a function \( f(x_1, \ldots, x_N) \) given that its integrals over all hyperplanes of dimension \( N - 1 \) are known. To see how this simply stated reconstruction problem plays a central role in a wide range of applications, we refer the reader to [2, Chapter 1] for an excellent exposition.

Although in most applications the function \( f \) is assumed to have compact support, in theory it is usually assumed to be in the Schwartz space \( \mathcal{S}(\mathbb{R}^N) \) \( (N \geq 2) \) of infinitely differentiable rapidly decreasing functions. The extension
of the Radon transform to generalized functions has been studied by many people [5, 6], including Gelfand, Graev, and Vilenkin [4], who used the method of the adjoint transform to define the Radon transform of a tempered distribution \( F \), i.e., \( F \in \mathcal{S}'(\mathbb{R}^N) \). Denote by \( S^{N-1} \) the unit sphere in \( \mathbb{R}^N \) and by \( \Sigma^N \) the generalized cylinder \( \mathbb{R} \times S^{N-1} \). We recall that if \( f \in \mathcal{S}(\mathbb{R}^N) \), then its Radon transform \( \hat{f}(p, \xi) \), where \( (p, \xi) \) is a point on \( \Sigma^N \), has the following properties:

1. \( \hat{f}(p, \xi) \) is an even homogeneous function of degree \(-1\), i.e., \( \hat{f}(\alpha p, \alpha \xi) = \hat{f}(p, \xi)/|\alpha|, \alpha \neq 0 \).
2. \( \hat{f}(p, \xi) \) is infinitely differentiable with respect to \( \xi \) and with respect to \( p \) for \( \xi \neq 0 \).
3. \( \hat{f}(p, \xi) \) and all its derivatives with respect to \( p \) and \( \xi \) are of order \( o(1/|p|^k) \) as \( |p| \to \infty \) for all \( k \) and uniformly in \( \xi \).
4. For any nonnegative integer \( k \), the integral \( \int \hat{f}(p, \xi)p^k dp \) is a polynomial in \( \xi \), homogeneous of degree \( k \).

Let \( \psi(p, \xi) = \partial^{N-1}\hat{f}(p, \xi)/\partial p^{N-1} \), where \( \hat{f} \) satisfies (1)–(4). Provided with an appropriate topology, the linear space of all such \( \psi \)'s becomes a testing-function space and will be denoted by \( \mathcal{S}_\Sigma^* \) [4, 14]. Thus, according to Gelfand, Graev, and Vilenkin, the Radon transform \( \hat{F} \) of a tempered distribution \( F \) is defined as a continuous linear functional on \( \mathcal{S}_\Sigma^* \) given by

\[
\langle F, \psi \rangle = C_N \langle \hat{F}, \psi \rangle,
\]

where \( C_N \) is a constant depending only on the dimension \( N \). The space of all continuous linear functionals on \( \mathcal{S}_\Sigma^* \) is denoted \( \mathcal{S}_\Sigma^* \).

The theory of distributions and generalized functions as developed by Schwartz [13], Gelfand and Shilov [3], and later by Zemanian [14], regards generalized functions as elements of the dual space of some space of testing functions. Following a different approach to generalized functions, Mikusiński [7] developed his theory of the Mikusiński operators in which a generalized function is regarded as an equivalence class of convolution quotients. Later, extending an idea of regular operators introduced by Boehme [1], J. Mikusiński and P. Mikusiński [8] constructed a larger class of mathematical objects, commonly known as Boehmians, which embraces regular operators, Schwartz distributions, and other spaces of generalized functions [10]. A Boehmian is defined as an equivalence class of "quotients of sequences."

The aim of this paper is to extend the Radon transform to a subclass of Boehmians, called integrable Boehmians. Our approach is different from that used by Helgason [5] and by Gelfand, Graev, and Vilenkin [4], and our results neither contain nor are contained in theirs.

2. Boehmians

Let \( G \) be a complex linear space and let \( H \) be a subspace of \( G \). Let \( \otimes \) be a binary operation from \( G \times H \) into \( G \) such that the following conditions are satisfied:

1. If \( \phi, \psi \in H \), then \( \phi \otimes \psi \in H \) and \( \phi \otimes \psi = \psi \otimes \phi \).
2. If \( f \in G \) and \( \phi, \psi \in H \), then \( (f \otimes \phi) \otimes \psi = f \otimes (\phi \otimes \psi) \).
(2.3) If $f, g \in G$, $\phi \in H$, and $\lambda \in \mathbb{C}$, then $(f + g) \otimes \phi = f \otimes \phi + g \otimes \phi$ and

$$
\lambda (f \otimes \phi) = (\lambda f) \otimes \phi.
$$

Let $\Delta$ be a family of sequences of elements of $H$ such that

(2.4) If $f \in G$, $\{\phi_n\} \in \Delta$, and $f \otimes \phi_n = 0$ for all $n \in \mathbb{N}$, then $f = 0$.

(2.5) If $\{\phi_n\}, \{\psi_n\} \in \Delta$, then $\{\phi_n \otimes \psi_n\} \in \Delta$.

A pair of sequences $(f_n, \phi_n)$ is called a quotient of sequences and is denoted by $(f_n)/(\phi_n)$ if $f_n \in G$ for $n = 1, 2, \ldots$, $\{\phi_n\} \in \Delta$ and $f_n \otimes \phi_m = f_m \otimes \phi_n$ for all $m, n \in \mathbb{N}$. Two quotients of sequences $(f_n)/(\phi_n)$, and $(g_n)/(\psi_n)$ are equivalent if $f_n \otimes \psi_n = g_n \otimes \phi_n$ for every $n \in \mathbb{N}$. The equivalence class of $(f_n)/(\phi_n)$ will be denoted by $[f_n/\phi_n]$. The space of equivalence classes of quotients of sequences will be denoted by $\mathcal{B}(G, H, \otimes, \Delta)$ and its elements will be called Bohmians.

Addition and multiplication by scalars are defined in $\mathcal{B}(G, H, \otimes, \Delta)$ as

$$
\lambda [f_n/\phi_n] = [\lambda f_n/\phi_n],
\quad [f_n/\phi_n] + [g_n/\psi_n] = [(f_n \otimes \psi_n + g_n \otimes \phi_n)/\phi_n \otimes \psi_n].
$$

Then $\mathcal{B}(G, H, \otimes, \Delta)$ is a vector space. The mapping $f \mapsto [f \otimes \phi_n/\phi_n]$ is an isomorphism of $G$ with a subspace of $\mathcal{B}(G, H, \otimes, \Delta)$. It is convenient to treat $G$ as a subspace of $\mathcal{B}(G, H, \otimes, \Delta)$.

If $F = [f_n/\phi_n] \in \mathcal{B}(G, H, \otimes, \Delta)$ and $F' = [f'_n/\psi_n] \in \mathcal{B}(H, H, \otimes, \Delta)$, then we can define $F \otimes F'$ as

$$
F \otimes F' = [f_n \otimes f'_n/\psi_n \otimes \phi_n].
$$

It is easy to see that $F \otimes F' \in \mathcal{B}(G, H, \otimes, \Delta)$ and that it is an extension of $\otimes$ from $G \otimes H$ onto $\mathcal{B}(G, H, \otimes, \Delta) \times \mathcal{B}(H, H, \otimes, \Delta)$. Using the identification of $H$ with a subspace of $\mathcal{B}(H, H, \otimes, \Delta)$ we can write

$$
[f_n/\phi_n] \otimes \psi = [f_n \otimes \psi/\phi_n]
$$

and, in particular, $[f_n/\phi_n] \otimes \phi_n = f_n$.

If $G$ is equipped with a notion of convergence, then we can define a convergence in $\mathcal{B}$. We say that a sequence of Bohmians $(F_n)$ is $\Delta$-convergent to a Bohmian $F$, and we write $\Delta \text{-lim}_{n \to \infty} F_n = F$ if there exists $\{\delta_n\} \in \Delta$ such that $(F_n - F) \otimes \delta_n \in G$ for every $n \in \mathbb{N}$ and the sequence $\{(F_n - F) \otimes \delta_n\}$ converges to zero in $G$. It can be proved that, under certain conditions, $\mathcal{B}$ equipped with $\Delta$-convergence is a complete quasi-normed space (see [9]).

In this paper we are going to use four different spaces of Bohmians.

By $\mathcal{L}^1(\mathbb{R}^N)$ we denote the space of complex-valued Lebesgue integrable functions on $\mathbb{R}^N$ and by $\mathcal{D}(\mathbb{R}^N)$ the space of complex-valued infinitely differentiable functions with compact support. If $f \in \mathcal{L}^1(\mathbb{R}^N)$ and $\phi \in \mathcal{D}(\mathbb{R}^N)$, then by $f \ast g$ we mean the convolution product of $f$ and $\phi$, i.e.,

$$
(f \ast \phi)(y) = \int_{\mathbb{R}^N} f(x)\phi(y - x)\, dx,
$$

where $x = (x_1, \ldots, x_N) \in \mathbb{R}^N$ and $dx = dx_1 \cdots dx_N$.

For $\phi \in \mathcal{D}(\mathbb{R}^N)$, define $s(\phi)$ to be the radius of the smallest closed ball at the origin that contains the support of $\phi$, i.e.,

$$
s(\phi) = \inf\{\varepsilon > 0 : \text{supp} \phi \subset B_\varepsilon\}.
$$
where \( \|x\| = \|(x_1, \ldots, x_N)\| = (x_1^2 + \cdots + x_N^2)^{1/2} \) and \( B_\varepsilon = \{ x \in \mathbb{R}^N : \|x\| < \varepsilon \} \).

A sequence of real-valued functions \( \delta_1, \delta_2, \ldots \in \mathcal{D}(\mathbb{R}^N) \) is called a delta sequence if

\[
\begin{align*}
(2.6) & \quad \int_{\mathbb{R}^N} \delta_n(x) \, dx = 1 \text{ for every } n \in \mathbb{N}, \\
(2.7) & \quad \int_{\mathbb{R}^N} \left| \delta_n(x) \right| \, dx < M \text{ for some } M > 0 \text{ and all } n \in \mathbb{N}, \\
(2.8) & \quad s(\delta_n) \to 0 \text{ as } n \to \infty.
\end{align*}
\]

The collection of all delta sequences will be denoted by \( \Delta_0 \). It is easy to check that, for \( G = \mathcal{L}^1(\mathbb{R}^N) \), \( H = \mathcal{D}(\mathbb{R}^N) \), \( \otimes = * \), and \( \Delta = \Delta_0 \), conditions (2.1)–(2.5) are satisfied. The corresponding space of Boehmians will be denoted by \( \mathcal{B}_\mathcal{D} \), i.e.,

\[
\mathcal{B}_\mathcal{D} = \mathcal{B}(\mathcal{L}^1(\mathbb{R}^N), \mathcal{D}(\mathbb{R}^N), *, \Delta_0).
\]

Elements of \( \mathcal{B}_\mathcal{D} \) are called integrable Boehmians.

By \( \mathcal{S}(\mathbb{R}^N) \) we denote the space of complex-valued infinitely differentiable rapidly decreasing functions on \( \mathbb{R}^N \). More precisely, an infinitely differentiable function \( f \) on \( \mathbb{R}^N \) is in \( \mathcal{S}(\mathbb{R}^N) \) if and only if

\[
\begin{align*}
(2.9) & \quad \|f\|_m = \sup_{|\alpha| \leq m} \sup_{x \in \mathbb{R}^N} (1 + \|x\|^2)^m |\partial^{|\alpha|} f / \partial x^\alpha| < \infty,
\end{align*}
\]

where \( \alpha = (\alpha_1, \ldots, \alpha_N) \), \( |\alpha| = \alpha_1 + \cdots + \alpha_N \), and

\[
\partial^{|\alpha|} / \partial x^\alpha = \partial^{\alpha_1} / (\partial x_1^{\alpha_1}) \cdots \partial x_N^{\alpha_N}).
\]

Now, for \( G = H = \mathcal{S}(\mathbb{R}^N) \), \( \otimes = * \), and \( \Delta = \Delta_0 \), conditions (2.1)–(2.5) are satisfied. The corresponding space of Boehmians will be denoted by \( \mathcal{B}_\mathcal{S} \), i.e.,

\[
\mathcal{B}_\mathcal{S} = \mathcal{B}(\mathcal{S}(\mathbb{R}^N), \mathcal{S}(\mathbb{R}^N), *, \Delta_0).
\]

Elements of \( \mathcal{B}_\mathcal{S} \) are called rapidly decreasing Boehmians.

Note that \( \mathcal{B}_\mathcal{D} \subset \mathcal{B}_\mathcal{S} \). Moreover, every Boehmian \( F \in \mathcal{B}_\mathcal{S} \) has a representation \([f_n / \phi_n]\) such that \( f_n \in \mathcal{S}^\infty(\mathbb{R}^N) \) for all \( n \in \mathbb{N} \); \( \mathcal{S}^\infty(\mathbb{R}^N) \) denotes the space of infinitely differentiable functions. Indeed, if \( F = [g_n / \psi_n] \) is any representation and \( \{\delta_n\} \in \Delta_0 \), then the representation \( F = [g_n * \delta_n / \psi_n * \delta_n] \) has the desired property. Using such a representation we can define derivatives of a Boehmian \( F \) by

\[
\frac{\partial^{|\alpha|} F}{\partial x^\alpha} = \left[ \frac{\partial^{|\alpha|} f_n}{\partial x^\alpha} / \phi_n \right].
\]

The defined operation has the usual properties and agrees with the usual differentiation if \( F \) corresponds to a differentiable function.

Now we are going to define two spaces of Boehmians on \( \Sigma^N \). Let \( f \) and \( g \) be functions on \( \Sigma^N \). By \( f \circ g \) we denote the convolution of \( f \) and \( g \) with respect to \( p \), i.e.,

\[
(f \circ g)(p, \xi) = \int_{\mathbb{R}} f(t, \xi)g(p - t, \xi) \, dt.
\]

Thus, if \( f \circ g \) exists, it is a function on \( \Sigma^N \).

Let \( \mathcal{L}(\Sigma^N) \) denote the space of all complex-valued functions \( f(p, \xi) \) on \( \Sigma^N \) such that \( f(\cdot, \xi) \) is Lebesgue integrable for almost all \( \xi \in \Sigma^{N-1} \). Let \( \mathcal{D}(\Sigma^N) \) be the space of all infinitely differentiable functions on \( \Sigma^N \) with compact support. Let \( \Delta_\Sigma \) denote the family of all sequences \( \phi_1, \phi_2, \ldots \in \mathcal{D}(\Sigma^N) \) such that

\[
\begin{align*}
(2.10) & \quad \int_{\mathbb{R}} \phi_n(p, \xi) \, dp = 1 \text{ for every } \xi \in \Sigma^{N-1} \text{ and } n \in \mathbb{N},
\end{align*}
\]
(2.11) \( \sup_{\xi \in \mathbb{S}^{N-1}} \int_{\mathbb{R}} |\phi_n(p, \xi)| \, dp < M \) for some \( M > 0 \) and all \( n \in \mathbb{N} \).

(2.12) \( \sup_{\xi \in \mathbb{S}^{N-1}} \delta(\phi_n(\cdot, \xi)) \to 0 \) as \( n \to \infty \).

It is easy to check that \( \Delta_\Sigma \) satisfies conditions (2.4) and (2.5).

Let

\[ \mathcal{B}_\mathcal{L}(\Sigma) = \mathcal{B}(\mathcal{L}(\Sigma^N), \mathcal{D}(\Sigma^N), \circ, \Delta_\Sigma) \]

and

\[ \mathcal{E}_\mathcal{L}(\Sigma) = \mathcal{B}(\mathcal{L}(\Sigma^N), \mathcal{D}(\Sigma^N), \circ, \Delta_\Sigma) \]

where \( \mathcal{L}(\Sigma^N) \) denote the space of all complex-valued infinitely differentiable functions \( f \) on \( \Sigma^N \) such that

\[ ||f||_{\Sigma, m} = \sup_{\xi \in \mathbb{S}^{N-1}} \sup_{k \leq m} \sup_{p \in \mathbb{R}} (1 + p^2)^m |\partial^k_\xi f(p, \xi)| < \infty. \]

Elements of \( \mathcal{B}_\mathcal{L}(\Sigma) \) and \( \mathcal{E}_\mathcal{L}(\Sigma) \) are called integrable Boehmians and rapidly decreasing Boehmians on \( \Sigma^N \), respectively.

If the convergence in \( \mathcal{L}(\mathbb{R}^N) \) is defined by the seminorms in (2.9), then \( \mathcal{E}_\mathcal{L} = \mathcal{B}(\mathcal{L}(\mathbb{R}^N), \mathcal{D}(\mathbb{R}^N), \circ, \Delta_0) \) with \( \Delta \)-convergence is a complete quasi-normed space. Moreover, addition, multiplication by scalars, and convolution with functions from \( \mathcal{D}(\mathbb{R}^N) \) are continuous operations. Similarly, if the convergence in \( \mathcal{L}(\Sigma^N) \) is defined by the seminorms in (2.13), then \( \mathcal{E}_\mathcal{L}(\Sigma) = \mathcal{B}(\mathcal{L}(\Sigma^N), \mathcal{D}(\Sigma^N), \circ, \Delta_\Sigma) \) is a complete quasi-normed space.

3. The Radon transform

The Radon transform \( \mathcal{F} \) or \( \mathcal{R}f \) of a function of two variables \( f(x, y) \) is defined by

\[ \mathcal{F} = \mathcal{R}f = \int_L f(x, y) \, ds \]

whenever the integral exists, where \( L \) runs over all possible straight lines in the \( xy \)-plane and \( ds \) is an increment of length along \( L \). To be more precise, for a fixed straight line \( L \), the integral (3.1) is called a “slice” or a “sample” of the Radon transform and the totality of all these samples constitutes the Radon transform of \( f \). Since the equation of any straight line in the \( xy \)-plane can be written in the form \( p = x \cos \phi + y \sin \phi = x \cdot \xi \), where \( x = (x, y) \), \( \xi = (\cos \phi, \sin \phi) \), and \( 0 \leq \phi \leq 2\pi \), it is not hard to see [2] that (3.1) can be put in the form

\[ \mathcal{F}(p, \xi) = \int_{\mathbb{R}^2} f(x) \delta(p - x \cdot \xi) \, dx, \]

where \( dx = dx \, dy \) and \( \delta \) is the Dirac delta distribution.

It is easy to see that if \( f \) is integrable over \( \mathbb{R}^2 \) then \( \mathcal{F}(p, \xi) \) exists for almost all \( p \) and \( \xi \).

The last form of the Radon transform enables us to extend it to higher dimensions as follows. Let \( \xi \) denote a unit vector in \( \mathbb{R}^N \). Then, since the equation of any hyperplane in \( \mathbb{R}^N \) can be written in the form \( p = x \cdot \xi \), we define the \( N \)-dimensional Radon transform of a function of \( N \) variables \( f(x) \) as

\[ \mathcal{F}(p, \xi) = (\mathcal{R}f)(p, \xi) = \int_{\mathbb{R}^N} f(x) \delta(p - x \cdot \xi) \, dx. \]
Since $\xi$ can be regarded as a point on the generalized sphere $S^{N-1}$, $\tilde{f}$ can be viewed as a function defined on the generalized cylinder $\Sigma^N = \mathbb{R} \times S^{N-1}$. For more details on the Radon transform we refer the reader to [2, 4, 5].

The following properties of the Radon transform are easy to establish:

\begin{enumerate}
\item[(3.4)] $\tilde{f}(\alpha p, \alpha \xi) = \tilde{f}(p, \xi)/|\alpha|$ for any real $\alpha \neq 0$.
\item[(3.5)] $\mathcal{R}(f(Ax)) = |\det B| \tilde{f}(p, B^T \xi)$ where $B = A^{-1}$.
\item[(3.6)] $\tilde{f}(p + a, \xi) = \tilde{f}(p, \xi) e^{2\pi i \omega \cdot a}$.
\item[(3.7)] $f(p, \xi) = \frac{1}{(2\pi i)^N} \int_{|\xi|=1} dp \int_{-\infty}^{\infty} \frac{(\partial / \partial p)^{N-1} \tilde{f}(p, \xi)}{p - \xi \cdot x}$
\end{enumerate}

It is proven in [2, Chapter 5] that the original function $f$ can be recovered from its Radon transform according to the formulas

\begin{enumerate}
\item[(3.8)] $f(x) = \frac{1}{(2\pi i)^N} \int_{|\xi|=1} d\xi \int_{-\infty}^{\infty} dp \frac{(\partial / \partial p)^{N-1} \tilde{f}(p, \xi)}{p - \xi \cdot x}$
\end{enumerate}

if $N$ is even and

\begin{enumerate}
\item[(3.9)] $f(x) = \frac{1}{2(2\pi i)^N} \int_{|\xi|=1} \left( \frac{\partial}{\partial p} \right)^{N-1} \tilde{f}(\xi \cdot x, \xi) d\xi$
\end{enumerate}

when $N$ is odd, where $\partial \tilde{f}(\xi \cdot x, \xi)/\partial p = [\partial \tilde{f}(p, \xi)/\partial p]_{p=x \cdot \xi}$. Therefore, we can talk about the inverse Radon transform $\mathcal{R}^{-1}$. Thus $\mathcal{R}^{-1} \tilde{f} = f$.

4. The Radon transform of integrable and rapidly decreasing Boehmians

In this section we define the Radon transform of an integrable Boehmian and discuss some of its properties. First we need some additional properties of the Radon transform.

**Lemma 1.** If $\{\phi_n(x)\} \in \Delta_0$, then $\{\tilde{\phi}_n(p, \xi)\} \in \Delta_\Sigma$.

**Proof.** It is easy to see from (3.2) that $\tilde{\phi}_n(p, \xi) = 0$ if $p > s(\phi_n)$. Hence, for every $\xi \in S^{N-1}$, $s(\tilde{\phi}_n(\cdot, \xi)) \leq s(\phi_n) \to 0$. From (3.2) we have

\begin{enumerate}
\item[(4.1)] $\tilde{\phi}_n(p, \xi) = \int_{p=x \cdot \xi} d s \phi_n(x)$,
\end{enumerate}

where $d s$ is the unit surface area on the hyperplane $p = x \cdot \xi$. Thus, for every $\xi \in S^{N-1}$,

\begin{enumerate}
\item[(4.2)] $\int_{\mathbb{R}} \tilde{\phi}_n(p, \xi) dp = \int_{\mathbb{R}} \int_{p=x \cdot \xi} \phi_n(x) d s d p = \int_{\mathbb{R}^N} \phi_n(x) d x = 1$.
\end{enumerate}

Similarly,

\begin{enumerate}
\item[(4.3)] $\int_{\mathbb{R}} |\tilde{\phi}_n(p, \xi)| dp \leq \int_{\mathbb{R}} \int_{p=x \cdot \xi} |\phi_n(x)| d s d p = \int_{\mathbb{R}^N} |\phi_n(x)| d x \leq M$.
\end{enumerate}

From (4.2) and (4.3) it follows that

\begin{enumerate}
\item[(4.4)] $\int_{|\xi|=1} \int_{\mathbb{R}} \tilde{\phi}_n(p, \xi) dp d \xi = A_{N-1}$
\end{enumerate}
and
\[
\int_{\|\xi\|=1} \int_{\mathbb{R}} |\hat{\phi}_n(p, \xi)| \, dp \, d\xi \leq MA_{N-1}
\]
where \(A_{N-1}\) is the surface area of \(S^{N-1}\). It also follows from (4.3) that if \(f(x)\) is integrable over \(\mathbb{R}^N\), then \(\hat{f}(p, \xi)\) is integrable for every \(\xi \in S^{N-1}\); that is, if \(f \in L^1(\mathbb{R}^N)\) then \(\hat{f}(\cdot, \xi) \in L^1(\mathbb{R})\). □

The following property of the Radon transform is essential to our work [2, p. 95]: If \(f\) and \(g\) are integrable functions on \(\mathbb{R}^N\), then
\[
(f \ast g)^\vee = \hat{f} \circ \hat{g}.
\]

**Lemma 2.** If \(F = [f_n/\phi_n] \in \mathcal{B}_\Sigma\), then \([f_n/\phi_n] \in \mathcal{B}_\Sigma(\Sigma)\).

**Proof.** From Lemma 1 we know that for every \(\xi \in S^{N-1}\), \(\{\phi_n(\cdot, \xi)\}\) is a delta sequence. Moreover, by (4.4), \(\hat{f}_n \circ \hat{\phi}_m = (f_n \ast \phi_m)^\vee = (f_n \ast \phi_m) = \hat{f}_n \circ \hat{\phi}_m\). □

The above lemma justifies

**Definition 1.** The Radon transform \(\mathcal{R}F = \hat{F}\) of a Boehmian \(F = [f_n/\phi_n] \in \mathcal{B}_\Sigma\) is the Boehmian \(\hat{F} = [\hat{f}_n/\hat{\phi}_n] \in \mathcal{B}_\Sigma(\Sigma)\).

As mentioned in §2, \(\mathcal{S}(\mathbb{R}^N)\) can be identified with a subspace of \(\mathcal{B}_\Sigma\) and \(\mathcal{S}(\Sigma^N)\) with a subspace of \(\mathcal{B}_\Sigma(\Sigma)\). Let \(\mathcal{F}_\Sigma: \mathcal{S}(\Sigma^N) \rightarrow \mathcal{B}_\Sigma\) be defined by \(\mathcal{F}_\Sigma(f) = [(f \ast \delta_n)/\delta_n]\) where \(\{\delta_n\} \in \Delta_0\). Similarly, let \(\mathcal{F}_\Sigma: \mathcal{S}(\Sigma^N) \rightarrow \mathcal{B}_\Sigma(\Sigma)\) be defined by \(\mathcal{F}_\Sigma(f) = [(f \ast \phi_n)/\phi_n]\) where \(\{\phi_n\} \in \Delta_\Sigma\). We have the following simple, but important theorem.

**Theorem 1.** \(\mathcal{F}_\Sigma \mathcal{R} = \mathcal{R} \mathcal{F}_\Sigma\).

In other words, the following diagram commutes:

\[
\begin{array}{ccc}
\mathcal{S} & \xrightarrow{\mathcal{F}_\Sigma} & \mathcal{B}_\Sigma \\
\mathcal{R} & \downarrow & \mathcal{R} \\
\mathcal{S}(\Sigma^N) & \xrightarrow{\mathcal{F}_\Sigma} & \mathcal{B}_\Sigma(\Sigma)
\end{array}
\]

**Proof.** Let \(f \in \mathcal{S}\) and \(\{\delta_n\} \in \Delta_0\), and let \(\phi_n = \delta_n\). Then \(\{\phi_n\} \in \Delta_\Sigma\) by Lemma 1 and

\[
\mathcal{F}_\Sigma \mathcal{R}(f) = \mathcal{F}_\Sigma(\hat{f}) = \left[ \frac{\hat{f} \circ \phi_n}{\phi_n} \right] = \left[ \frac{\hat{f} \circ \delta_n}{\delta_n} \right] = \left[ \frac{(f \ast \delta_n)\vee}{\delta_n} \right] = \mathcal{R} \left[ \frac{f \ast \delta_n}{\delta_n} \right] = \mathcal{R} \mathcal{F}_\Sigma(f). \quad \square
\]

**Theorem 2.** The Radon transform \(\mathcal{R}: \mathcal{B}_\Sigma \rightarrow \mathcal{B}_\Sigma\) is sequentially continuous, i.e., if \(\Delta\lim_{n \to \infty} F_n = F\) in \(\mathcal{B}_\Sigma\), then \(\Delta\lim_{n \to \infty} \mathcal{R}(F_n) = \mathcal{R}(F)\) in \(\mathcal{B}_\Sigma\).

**Proof.** Let \(\Delta\lim_{n \to \infty} F_n = F\) in \(\mathcal{B}_\Sigma\). Then there exists a delta sequence \(\{\delta_n\} \in \Delta_0\) such that \(\lim_{n \to \infty}(F_n - F) \ast \delta_n = 0\) in \(\mathcal{S}(\mathbb{R}^N)\). Since the Radon transform is continuous, which follows from (3.7), we have

\[
\lim_{n \to \infty} \mathcal{R}((F_n - F) \ast \delta_n) = \lim_{n \to \infty} (\hat{F}_n - \hat{F}) \circ \hat{\delta}_n = 0.
\]

Since \(\{\hat{\delta}_n\} \in \Delta_\Sigma\), the above means that \(\Delta\lim_{n \to \infty} \mathcal{R}(F_n) = \mathcal{R}(F)\) in \(\mathcal{B}_\Sigma\). □
Gelfand, Graev, and Vilenkin defined the Radon transform for tempered distributions on $\mathbb{R}^N$. A tempered distribution $f \in \mathcal{S}'(\mathbb{R}^N)$ is a rapidly decreasing Boehmian if and only if $f * \phi \in \mathcal{S}(\mathbb{R}^N)$ for every $\phi \in \mathcal{D}(\mathbb{R}^N)$. More precisely, if $f \in \mathcal{S}'(\mathbb{R}^N)$ and $f * \phi \in \mathcal{S}(\mathbb{R}^N)$ for every $\phi \in \mathcal{D}(\mathbb{R}^N)$, then $f$ can be identified with $[(f * \delta_n)/\delta_n] \in \mathcal{B}_\mathcal{S}$, where $\{\delta_n\} \in \Delta_0$. It is easy to show that this identification is independent of the choice of a particular delta sequence $\{\delta_n\} \in \Delta_0$.

On the other hand, the Radon transform of a tempered distribution $f$ such that $f * \phi \in \mathcal{S}(\mathbb{R}^N)$ for every $\phi \in \mathcal{D}(\mathbb{R}^N)$ can be identified with $[f \circ \delta_n]/\delta_n$, where $\{\delta_n\} \in \Delta_0$ and $f \circ \delta_n = (f * \delta_n)^\vee$. Again, it is easy to show that this identification is independent of the choice of a particular delta sequence $\{\delta_n\} \in \Delta_0$. Since

$$(f * \delta_n)^\vee \circ \delta_m = ((f * \delta_n) * \delta_m)^\vee = ((f * \delta_m) * \delta_n)^\vee = (f * \delta_m)^\vee \circ \delta_n$$

and $(f * \delta_n)^\vee \in \mathcal{S}(\Sigma^N)$, it follows that $[(f * \delta_n)^\vee/\delta_n] \in \mathcal{B}_{\mathcal{S}(\Sigma)}$. Moreover, Theorem 1 remains true, i.e., the following diagram commutes:

\[
\begin{array}{ccc}
\mathcal{S}' & \xrightarrow{\mathcal{R}} & \mathcal{B}_{\mathcal{S}} \\
\mathcal{S} & \xrightarrow{\mathcal{R}} & \mathcal{B}_{\mathcal{S}(\Sigma)}
\end{array}
\]

where the horizontal arrows denote the above described imbeddings. The result follows directly from the given definitions.

Clearly, there are tempered distributions which are not rapidly decreasing Boehmians. On the other hand, there are rapidly decreasing Boehmians which are not distributions. We now give an example of such a Boehmian.

Let $F = \{f_n/\delta_n\}$ be a rapidly decreasing Boehmian. If $f_n \in \mathcal{D}$ for all $n \in \mathbb{N}$, then $F$ is called a Boehmian with compact support. (The notion of support can be defined for Boehmians and it can be proved that $F = \{f_n/\delta_n\}$ has compact support if and only if $f_n \in \mathcal{D}$ for all $n \in \mathbb{N}$, see [9].) We will construct a Boehmian with compact support of infinite order. Obviously, such a Boehmian is not a distribution. Our construction is a modification of the example given by Boheime in [1].

From the Denjoy-Carleman theorem it follows that there exists $\psi \in \mathcal{D}(\mathbb{R})$ such that $\int \psi = 1$ and

$$|\psi^{(n)}(t)| \leq AB^n(2n)! \quad \text{for all } t \in \mathbb{R}.$$ 

Define $\phi(x) = \psi(x_1) \cdots \psi(x_N)$, $\phi_n(x) = n^N \phi(nx)$, and

$$f_n(x) = \sum_{k=0}^{\infty} \frac{\partial^k \phi_n(x) / \partial x_1^k}{(3k)!}.$$ 

Then $F = \{f_n/\phi_n\}$ is a Boehmian with compact support, thus a rapidly decreasing Boehmian. To calculate the Radon transform of $F$ we use

**Lemma 3.** Let $\phi_n(x) = n^N \phi(nx)$ for some function $\phi$ with compact support such that $\int_{\mathbb{R}^N} \phi(x) \, dx = 1$. Then

$$\mathcal{R}(\phi_n(x)) = n \tilde{\phi}(nx, \xi)$$

(4.5)
THE RADON TRANSFORM OF BOEHMIANS

and

(4.6) \[ \mathcal{R} \left( \frac{\partial^{|k|} \phi_n(x)}{\partial x_1^{k_1} \cdots \partial x_N^{k_N}} \right) = n^{N-|k|} (\xi_1^{k_1} \cdots \xi_N^{k_N}) \frac{\partial^{|k|} \phi(np, \xi)}{\partial p^{k}}. \]

Proof. By (3.5) we have for \( A = nI \), \( \tilde{\phi}(nx) = n^{-N} \tilde{\phi}(p, \xi/n) \). Hence, by (3.4),

\[ \mathcal{R} (\phi_n(x)) = n^N \mathcal{R} (\phi(nx)) = \tilde{\phi}(p, \xi/n) = \tilde{\phi}(np/n, \xi/n) = n \tilde{\phi}(np, \xi). \]

Then we prove (4.6) for \(|k| = 1 = k_1\).

(4.7) \[ \frac{\partial \phi(nx)}{\partial x_1} = \lim_{\epsilon \to 0} \frac{\phi(nx_1 + \epsilon, nx_2, \ldots, nx_N) - \phi(nx_1, nx_2, \ldots, nx_N)}{\epsilon} \]

\[ = \lim_{\epsilon \to 0} \frac{\phi(u_1 + \epsilon, u_2, \ldots, u_N) - \phi(u_1, u_2, \ldots, u_N)}{\epsilon} \]

where \( u_i = nx_i, \ i = 1, \ldots, N \). Since \( x \cdot \xi = p \), we have \( u \cdot \xi = q = np \). Therefore, by taking the Radon transform of both sides of (4.7) and using (3.6) with \( a = (\epsilon, 0, \ldots, 0) \), we obtain

\[ \mathcal{R} \left( \frac{\partial \phi(nx)}{\partial x_1} \right) = \lim_{\epsilon \to 0} \frac{\phi(q + \epsilon \xi_1, \xi) - \phi(q, \xi)}{\epsilon} = \xi_1 \frac{\partial \phi(q, \xi)}{\partial q} = \frac{\xi_1 \partial \phi(np, \xi)}{n \partial p}. \]

Thus, by repeated application of the above, we obtain (4.6). \( \square \)

Now we can find the Radon transform of \( F \):

\[ \mathcal{R} (F) = \mathcal{R} \left[ \sum_{k=0}^{\infty} \left( \frac{\partial^k}{\partial x_1^k} \phi_n(x)/(3k)! \right) \right] \]

\[ = \left[ \sum_{k=0}^{\infty} \frac{n^{N-k} \xi_1^k \left( \frac{\partial^k}{\partial p^k} \phi(np, \xi)/(3k)! \right)}{n \phi(np, \xi)} \right]. \]

The inversion formulae for the Radon transform of rapidly decreasing functions given in §3 can be easily generalized to Radon transforms of rapidly decreasing Boehmians. Let \( \tilde{F} \in \mathcal{B}(R^N) \) be the Radon transform of a rapidly decreasing Boehmian \( F \), i.e., \( \tilde{F} = [\tilde{f}/\delta_n] \) for some \( f_n \in \mathcal{S}(R^N) \) and \( \{ \delta_n \} \in \Delta_0 \). Then

\[ \mathcal{R}^{-1}(\tilde{F}) = \mathcal{R}^{-1}(\tilde{f}/\delta_n) = [\mathcal{R}^{-1}(\tilde{f})/\mathcal{R}^{-1}(\delta_n)] = [f_n/\delta_n] = F. \]
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