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Abstract. Let $I$ be an ideal primary to the maximal ideal in a local ring. We utilize two well-known theorems due to J.-P. Serre to prove that the difference between the Hilbert function and the Hilbert polynomial of $I$ is the alternating sum of the graded pieces of the graded local cohomology (with respect to its positively-graded ideal) of the Rees ring of $I$. This gives new insight into the higher Hilbert coefficients of $I$. The result is inspired by one due to J. D. Sally in dimension two and is implicit in a paper by D. Kirby and H. A. Mehran, where very different methods are used.

0. Introduction

Throughout this note, let $(A, \mathfrak{M}, d)$ be a local ring, by which we mean Noetherian and commutative having Krull dimension $d$, and let $I$ be an $\mathfrak{M}$-primary ideal of $A$. Classically, one has sought knowledge about the ideal $I$ through the study of the Hilbert polynomial of $I$, i.e., the unique polynomial in $n$ whose value is precisely the length of $A/I^n$ (as an $A$-module) for all large $n$. The (normalized) leading coefficient of the Hilbert polynomial, the multiplicity of the ideal $I$, is relatively well understood, but the other coefficients remain to this day something of a mystery. Recently, progress in the study of these other Hilbert coefficients has been made by several authors (cf. [G], [HJLS1], [HJLS2], [HJL], [Hn], [Ma], [Mo], [O], [Sa]).

The purpose of this paper is to use two well-known theorems of J.-P. Serre's in order to give a short and sweet proof of a striking relationship between, on the one hand, the coefficients of the Hilbert polynomial of $I$ and, on the other hand, the lengths of various pieces of the graded local cohomology modules (with respect to its positively graded ideal) of the Rees algebra of $A$ with respect to $I$ (see §1 below for an explanation of terminology and notation). Namely, we prove the following theorem:
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Theorem 2.4. If \((A, \mathfrak{M}, d)\) is a local ring and if \(I\) is an \(\mathfrak{M}\)-primary ideal of \(A\) then for all \(n \geq 0\),
\[
\sum_{i=0}^{d} (-1)^i \ell_A(H^i_{R_+}(R)_{n}) = (-1)^d [P_I(n) - H_I(n)].
\]

Here, \(R\) denotes the Rees algebra of \(A\) with respect to \(I\), and \(R_+\) its positively graded ideal.

This result simplifies and clarifies several results in the literature; in particular, the main result of [K-M], Theorem 2, and the following proposition due to J. D. Sally, which was the beginning of our study, in the case of nonnegative \(n\).

Proposition [Sa, Proposition 5]. Let \((A, \mathfrak{M}, 2)\) be a Cohen-Macaulay local ring, and write the Hilbert polynomial of \(A\) with respect to \(\mathfrak{M}\) as \(P_{\mathfrak{M}}(n) = e_0(\binom{n+1}{2}) - e_1(\binom{n}{2}) + e_2\). Then there exists a relation between the graded pieces of the second local cohomology of the Rees algebra with respect to its positively graded ideal and the Hilbert coefficients, as follows:

\(i\) \(\ell_A(H^2_{R_+}(R)_{0}) = e_2\),

\(ii\) \(\ell_A(H^2_{R_+}(R)_{1}) = e_0 - e_1 + e_2 - 1\),

\(iii\) \(\ell_A(H^2_{R_+}(R)_{-1}) = e_1 + e_2\).

After a few preliminaries in §1, we proceed to the proof of our main result in §2, and then we conclude the paper by examining some special cases in §3. In particular, we will see in the latter section how our result is a considerable generalization of Sally's Proposition 5.

The approach taken by D. Kirby and H. A. Mehran in [K-M] does not use graded local cohomology at all, using instead the study of a certain subcomplex of a Koszul complex on certain powers of the generators of the ideal \(I\). The use of graded local cohomology, besides being simpler, has the advantage that it avoids altogether the difficulty of proving that the result obtained is independent of the powers of the elements chosen, [K-M, Theorem 5]. The chief difficulty in either approach appears to be proving the finiteness of the length of certain modules which appear in the calculations. This is accomplished in the cited paper by an inductive argument based on a certain quotient complex, whereas, in our approach, we reduce the problem to a geometric argument, so the finiteness is seen to follow directly from Serre's Theorem on the finiteness of sheaf cohomology modules, Theorem 2.3 below.

It is a pleasure to thank our erstwhile colleague, A. Nobile, for some helpful conversations during the preparation of this paper.

1. Preliminaries

We begin with a few remarks on notation. For a ring \(A\) having ideal \(I\), we shall denote the Rees algebra of \(A\) with respect to \(I\) (i.e., the ring \(A \oplus I \oplus I^2 \oplus \cdots \cong A[It], t\ an\ indeterminate\)) with the notation \(R\), and we shall denote the associated graded ring of \(A\) with respect to \(I\) (i.e., the ring \(A/I \oplus I/I^2 \oplus \cdots\)) with the notation \(G\). \(\ell_A(M)\) will always denote the length over \(A\) of the \(A\)-module \(M\).

\(H_I(n) := \ell_A(A/I^n)\) will always denote the Hilbert function of \(R\) with respect to \(I\) and \(P_I(n)\) the corresponding Hilbert polynomial. There exists con-
considerable disagreement in the literature as to the proper way to normalize the coefficients of the Hilbert polynomial (all agree on the leading coefficient). In this paper we shall adopt the convention which seems to be the most standard in recent years, namely:

\[ P_t(n) = e_0 \left( \frac{n + d - 1}{d} \right) - e_1 \left( \frac{n + d - 2}{d - 1} \right) + \cdots + (-1)^d e_d. \]

We will assume throughout that \( A \) has an infinite residue field; we need to know that an \( \mathfrak{m} \)-primary ideal in \( A \) has a minimal reduction consisting of \( d \) elements. All homomorphisms between graded modules over a graded ring are assumed to be of degree zero. A good reference for information about the category of graded modules over a graded ring is the book [HIO].

Let us briefly recall the notion of local cohomology in the graded context. Let \( B \) be a Noetherian \( \mathbb{Z} \)-graded ring having a homogeneous ideal \( J \) and let \( M \) be a \( \mathbb{Z} \)-graded \( B \)-module. Let \( a_1, \ldots, a_r \) be a set of homogeneous elements of \( B \) so that \( (a_1, \ldots, a_r) \) has the same radical as \( J \). Then the \( i \) th local cohomology is the \( i \) th cohomology of the "Čech" (co-)complex \( C^i(a_1, \ldots, a_r; M) \), whose \( p \) th module is simply the direct sum \( \bigoplus_{1 \leq i_1 < \cdots < i_p \leq r} M_{a_{i_1} \cdots a_{i_p}} \) of all localizations of \( M \) using the \( a_i \)'s, taken \( p \) at a time.

The boundary maps of this complex are derived from the canonical localization maps by taking alternating sums in such a manner that this complex is precisely the direct limit of the successive Koszul complexes on \( M \), obtained by taking successively higher powers of the individual \( a_i \)'s; as the definition of these maps is straightforward and a bit technical, we refer the reader to [ibid., top of p. 304] for details. We emphasize here that the modules of the form \( M_{a_{i_1} \cdots a_{i_p}} \) inherit a \( \mathbb{Z} \)-grading from that of \( M \), and hence so do the components of \( C^i(a_1, \ldots, a_r; M) \). Moreover, as the boundary maps turn out to be graded, the local cohomology modules thereby have a natural grading. In fact, even a more general grading on \( M \) will likewise be inherited by the local cohomology modules. Several other equivalent formulations of the graded local cohomology modules are given in §35 of [ibid.].

It is quite useful in our context to recall the two exact sequences which connect local and global (sheaf) cohomology, namely,

(1) \[ 0 \rightarrow H^0_{R_+}(R) \rightarrow R \rightarrow \bigoplus_{n \in \mathbb{Z}} H^0(X, \mathcal{O}_X(n)) \rightarrow H^1_{R_+}(R) \rightarrow 0 \]

and

(2) \[ \bigoplus_{n \in \mathbb{Z}} H^i(X, \mathcal{O}_X(n)) \cong H^{i+1}_{R_+}(R), \quad i \geq 1, \]

where \( X := \text{Proj } R \).

It is necessary for us to compare the local cohomology of \( R \) with that of \( G \). This is accomplished in Lemma 1.2 below. We first need a more technical lemma.

**Lemma 1.1.** Let \((A, \mathfrak{m}, d)\) be a local ring with \( I \) an \( \mathfrak{m} \)-primary ideal of \( A \). Then the graded local cohomology of \( R \) with respect to \( R_+ \) can be compared to that of the ideal \( R_\ast \) in \( R \), considered as an \( R \)-module, as follows:

(1) \[ H^i_{R_\ast}(R_\ast) \cong H^i_{R_+}(R)_n \quad \text{for all } i \geq 2 \text{ and all } n. \]
(2) \( H^0_{R^+}(R^+) \cong H^0_{R^+}(R) \) for all \( n \neq 0 \).

(3) \( H^1_{R^+}(R^+) \cong H^1_{R^+}(R) \) for all \( n \neq 0 \).

(4) There exists an exact sequence of \( R \)-modules:
\[
0 \to H^0_{R^+}(R^+)_0 \to H^0_{R^+}(R)_0 \to RA \to H^1_{R^+}(R^+)_0 \to H^1_{R^+}(R)_0 \to 0,
\]
where \( RA \) denotes \( A \) viewed as an \( R \)-module \( (A \cong R/R^+) \).

(5) If \( \text{depth} \ A \geq 1 \), then \( H^0_{R^+}(R^+) = H^0_{R^+}(R) = 0 \).

**Proof.** If \( x \) is a non-zero-divisor of \( A \) then \( xt \) is a non-zero-divisor of \( R \) in \( R^+ \) so that \( H^0_{R^+}(R) = 0 \). From the exact sequence of \( R \)-modules
\[
0 \longrightarrow R^+ \longrightarrow R \longrightarrow RA \longrightarrow 0
\]
one deduces all of the other information by examining the corresponding long exact sequence on local cohomology, noting that \( R^+ \) annihilates \( RA \), so that \( H^0_{R^+}(RA) = RA \), and \( H^i_{R^+}(RA) = 0, \ i > 0 \). \( \square \)

**Lemma 1.2.** For all \( n \neq -1 \), there exists a long exact sequence of the form
\[
0 \to H^0_{R^+}(R^+)_{n+1} \to H^0_{R^+}(R)_n \to H^0_{R^+}(G)_n \to \\
\to H^1_{R^+}(R^+)_{n+1} \to H^1_{R^+}(R)_n \to H^1_{R^+}(G)_n \to \cdots
\]
\[
\cdots \to H^{d-1}_{R^+}(G)_n \to H^d_{R^+}(R^+)_{n+1} \to H^d_{R^+}(R)_n \to H^d_{R^+}(G)_n \to 0.
\]
Moreover,
\[
H^1_{R^+}(R)_n \to H^1_{R^+}(G)_n \to \cdots
\]
\[
\to H^{d-1}_{R^+}(G)_n \to H^d_{R^+}(R^+)_{n+1} \to H^d_{R^+}(R)_n \to H^d_{R^+}(G)_n \to 0
\]
is exact for all \( n \in \mathbb{Z} \).

**Proof.** We start with the (graded) exact sequence of \( R \)-modules:
\[
(3) \quad 0 \longrightarrow R^+(1) \longrightarrow R \longrightarrow G \longrightarrow 0.
\]
This gives rise to the corresponding long (graded) exact sequence on local cohomology, which yields on the \( n \)th level, for all \( n \):
\[
0 \to H^0_{R^+}(R^+)_{n+1} \to H^0_{R^+}(R)_n \to H^0_{R^+}(G)_n \to \\
\to H^1_{R^+}(R^+)_{n+1} \to H^1_{R^+}(R)_n \to H^1_{R^+}(G)_n \to \cdots
\]
\[
\cdots \to H^{d-1}_{R^+}(G)_n \to H^d_{R^+}(R^+)_{n+1} \to H^d_{R^+}(R)_n \to H^d_{R^+}(G)_n \to 0 \text{ exact.}
\]

If \( n \neq -1, n+1 \neq 0 \), so by Lemma 1.1 parts (2) and (3) we have that for \( i = 0 \) or 1, \( H^i_{R^+}(R^+)_{n+1} \cong H^i_{R^+}(R)_n \), and this is in fact true for all \( n \) if \( i > 1 \) by part (1) of Lemma 1.1. The result follows. \( \square \)

Graded local cohomology is useful for our purposes only when we know that the individual graded pieces have finite length. Note that in our situation \( l_A(H^i_{R^+}(G)_n) < \infty \) for all \( i \) and \( n \). This is because, first, by the change of rings principle for local cohomology, and using the exact sequence (3) above, \( H^i_{R^+}(G) = H^i_{G^+}(G) \) for all \( i \geq 0 \). As \( G_0 = A/I \) is Artinian, these latter local cohomology modules are well known to be Artinian \( G \)-modules, and as each of their graded pieces, \( H^i_{G^+}(G)_n \) is seen directly to be a finitely-generated \((A/I)\)-module, we conclude that all of these have finite length.
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We will come across numerical functions in the sequel. By a numerical function we mean a function \( f : \mathbb{Z} \to \mathbb{Z} \). We introduce the notation \( \Delta^1(f(n)) := f(n + 1) - f(n) \). The following two facts are our main tools for handling numerical functions.

**Principle of Algebraic Differentiation.** If \( f(n) \) and \( g(n) \) are both zero for all \( n >> 0 \), and if \( \Delta^1(f(n)) = \Delta^1(g(n)) \) for all \( n \in \mathbb{Z} \) then \( f(n) = g(n) \) for all \( n \in \mathbb{Z} \).

**Proof.** \( \Delta^1(f(n)) = \Delta^1(g(n)) \) for all \( n \in \mathbb{Z} \) guarantees that \( f(n) = g(n) + (\text{a constant}) \) for all \( n \in \mathbb{Z} \), and the other hypothesis guarantees that this constant is zero. \( \square \)

**Serre’s Formula [O, Lemma 2.1].** If \( B = B_0 \oplus B_1 \oplus B_2 \oplus \cdots = B_0[B_1] \) is a non-negatively graded homogeneous Noetherian ring over the Artinian local ring \( B_0 \), if \( M \) is a \( \mathbb{Z} \)-graded Noetherian module over \( B \), such that \( \dim(M) = m \), and if \( H'(n) := \ell_{B_0}(M_n) < \infty \) with \( P'(n) \) the corresponding Hilbert polynomial, then

\[
\sum_{i=0}^{m} (-1)^i \ell_{B_0}(H'_{B_0}(M)_n) = H'(n) - P'(n). \quad \square
\]

As mentioned by P. Schenzel in [Sz, Theorem C, Beweis], this formula is essentially due to J.-P. Serre, in [Se, No. 80], although he did not use the language of local cohomology. A. Ooishi’s paper [O] provides an elementary, direct proof.

Using that the \( n \)th graded piece of the \( i \)th local cohomology module of \( G \) with respect to \( R_+ \) has finite length, we immediately have by Serre’s Formula that if \( H'_i(n) \) represents the Hilbert function of \( G \), \( H'_i(n) := \ell_A(I^n/I^{n+1}) \), and if \( P'_i(n) \) represents the corresponding Hilbert polynomial, then for all \( n \),

\[
\begin{align*}
\sum_{i=0}^{d} (-1)^i \ell_A(H^i_{R_+}(G)_n) &= H'_i(n) - P'_i(n) \\
&= [H_i(n + 1) - H_i(n)] - [P_i(n + 1) - P_i(n)] = \Delta^1(H_i(n) - P_i(n)).
\end{align*}
\]

Thus:

**Corollary.** If \( (A, \mathfrak{m}, d) \) is a local ring having an \( \mathfrak{m} \)-primary ideal \( I \), and if \( G \) represents the associated graded ring of \( A \) with respect to \( I \) and \( R \) the Rees algebra of \( A \) with respect to \( I \), then for all \( n \in \mathbb{Z} \)

\[
\sum_{i=0}^{d} (-1)^i \ell_A(H^i_{R_+}(G)_n) = \Delta^1(H_i(n) - P_i(n)). \quad \square
\]

2. **An application of two theorems of Serre’s**

In this section we use Serre’s well-known theorem on the finiteness of the sheaf cohomology modules for a coherent algebraic sheaf of modules in order to deduce that certain graded pieces of graded local cohomology have finite length, Theorem 2.3 below. As an almost immediate corollary, we get our main result, Theorem 2.4, by applying Serre’s Formula from §1. We begin with a couple of well-known lemmas, to make the picture a little clearer.
Lemma 2.1. Let $A$ be a Noetherian ring with an ideal $I$ such that $\dim(A/I) = 0$. Let $R$ denote the corresponding Rees algebra, $X := \text{Proj } R$, $Y := \text{Spec } A$, and $f : X \to Y$ the canonical morphism. Then $\text{Supp } (R^{i}f_{*}(\mathcal{O}_{X})) \subseteq \text{Supp } (A/I)$, for all $i \geq 1$.

Proof. We must show that if $P \in \text{Spec } (A) \setminus V(I)$, then $R^{i}f_{*}(\mathcal{O}_{X})_{P} = 0$. Take an injective resolution of $\mathcal{O}_{X}$ (in the category of $\mathcal{O}_{X}$-modules on $X$): $0 \to \mathcal{O}_{X} \to \mathcal{E}^{0} \to \mathcal{E}^{1} \to \cdots$. Then $R^{i}f_{*}(\mathcal{O}_{X})_{P}$ is the cohomology of: $\cdots \to f_{*}(\mathcal{E}^{i-1})_{P} \to f_{*}(\mathcal{E}^{i})_{P} \to f_{*}(\mathcal{E}^{i+1})_{P} \to \cdots$. But $f$ is an isomorphism outside $V(I)$ by [Ha, II.7.13(b)]. Hence the cohomology in question is equal to that of: $\cdots \to (\mathcal{E}^{i-1})_{Q} \to (\mathcal{E}^{i})_{Q} \to (\mathcal{E}^{i+1})_{Q} \to \cdots$, where $Q := f^{-1}(P)$. But this cohomology is 0, as $\cdots \to \mathcal{E}^{i-1} \to \mathcal{E}^{i} \to \mathcal{E}^{i-1} \to \cdots$ is exact (at all stalks). $\square$

Lemma 2.2. Let $R$ be any Noetherian ring having ideal $I \neq 0$, and let $M$ be a finite $R$-module. Let $M := M/\mathfrak{I}M$. Then for all $i > 0, H^{i}_{I}(M) \subseteq H^{i}_{I}(\mathcal{M})$.

Proof. By looking at the Čech complex $C$ which is the direct limit of Koszul complexes, one can see that if $N$ is an $R$-module all of whose elements are annihilated by a power of $I$, then $H^{i}_{I}(N) = 0$ for all $i > 0$. In particular, we see that $H^{i}_{I}(H^{0}_{I}(M)) = 0$ for all $i > 0$. The result now follows by considering the long exact sequence on local cohomology associated to the short exact sequence: $0 \to \mathfrak{I}M \to M \to M \to 0$. $\square$

The next theorem is the essence of this paper, showing that each $n$th graded piece of the $i$th local cohomology modules $0 \leq i \leq d$ of the Rees algebra with respect to the positively graded ideal has finite length when $n$ is nonnegative. We note that Sally, using ideal-theoretic calculations, proved a similar result for $i = d$, in the case that $I = \mathfrak{m}$, the maximal ideal ([Sa, Bottom of p. 233]), but her result holds in fact for $\mathfrak{m}$-primary $I$.

Theorem 2.3. Let $(A, \mathfrak{m})$ be a local ring, and let $I$ be any $\mathfrak{m}$-primary ideal of $A$. Then $\ell_{A}(H^{n}_{I}(R)) < \infty$ for all $n \geq 0$, for all $i \geq 0$.

Proof. We will handle the case $i = 0$ separately. As $H^{i}_{I}(R) = \{a \in I^{n} \mid aI^{j} = 0 \text{ for all } j >> 0\} = I^{n} \cap \bigcup_{j}(0 : I^{j})$, it suffices to show that $\bigcup_{j}(0 : I^{j})$ has finite length as an $A$-module. This module is finitely generated, so we merely need to see that it has support solely in the maximal ideal. But for some $m >> 0$, $I^{m} \subseteq \text{Ann } (\bigcup_{j}(0 : I^{j}))$.

Now assume $i \geq 1$. By applying Lemma 2.2, we may assume without loss of generality that $H^{1}_{R_{+}}(R) = 0$. We induct on $n$, using the long exact sequence on local cohomology from Lemma 1.2. For $n \geq 0$, $H^{n-1}_{R_{+}}(G)$ has finite length (as an $A$-module) and we have $H^{i}_{R_{+}}(R) = H^{i-1}_{R_{+}}(R)_{n+1} \cong H^{i}_{R_{+}}(R)_{n+1}$, hence $H^{i}_{R_{+}}(R)_{n+1}$ must have finite length, as soon as $H^{i}_{R_{+}}(R)_{n}$ does. Thus the problem has been reduced to showing that $\ell_{A}(H^{i}_{R_{+}}(R)) < \infty$ for $i \geq 1$.

For this, we use the two exact sequences, (1) and (2), which connect local and global cohomology.

By assumption, $H^{0}_{R_{+}}(R) = 0$, so on the zeroeth level, to show that $H^{1}_{R_{+}}(R)_{0}$ has finite length, it suffices to show that $H^{0}(X, \mathcal{O}_{X})/A$ has finite length, using (1). As $H^{0}(X, \mathcal{O}_{X}) = \bigcap_{i} A[I_{\mathfrak{m}}^{i}]$, where $I = (a_{1}, \ldots, a_{n})$, $H^{0}(X, \mathcal{O}_{X})/A$ is an $(A/I)$-module, hence has finite length as an $A$-module if and only if $H^{0}(X, \mathcal{O}_{X})$
is finitely generated as an $A$-module. Set $Y := \text{Spec } A$. Then $X$ is a projective scheme over $Y$ under the canonical morphism, so by Serre’s Theorem [Ha, Theorem III.5.2(a)], $H^i(X, \mathcal{O}_X)$ is a finitely generated $A$-module for all $i \geq 0$.

Using (2), it remains to show that $H^i(X, \mathcal{O}_X)$ has finite length for $i \geq 1$. We have by [Ha, Corollary III.8.6] that $R^if_*(\mathcal{O}_X) \cong H^i(X, \mathcal{O}_X)$ (sheafification over $Y$), where $H^i(X, \mathcal{O}_X)$ is considered as an $A$-module. Hence the finitely generated $A$-module $H^i(X, \mathcal{O}_X)$ has finite length if and only if $R^if_*(\mathcal{O}_X)$ is supported in only finitely many maximal ideals. But by Lemma 2.1, $\text{Supp } (R^if_*(\mathcal{O}_X)) \subset \text{Supp } (A/I)$, a finite set of maximal ideals. $\square$

We now have all of the ingredients to easily obtain our main result.

**Theorem 2.4.** If $(A, \mathfrak{M}, d)$ is a local ring and if $I$ is an $\mathfrak{M}$-primary ideal of $A$ then for all $n \geq 0$,

$$\sum_{i=0}^{d} (-1)^i \ell_A(H^i_{R_n}(R)_n) = (-1)^d [P_I(n) - H_I(n)].$$

**Proof.** Let $\phi(n)$ denote the numerical function defined by

$$\phi(n) := \sum_{i=0}^{d} (-1)^i \ell_A(H^i_{R_n}(R)_n).$$

From the exact sequence of Lemma 1.2, we immediately conclude that

$$\sum_{i=0}^{d} (-1)^i \ell_A(H^i_{R_n}(G)_n) = \sum_{i=0}^{d} (-1)^i \ell_A(H^i_{R_n}(R)_n) - \sum_{i=0}^{d} (-1)^i \ell_A(H^i_{R_n}(R)_{n+1})$$

$$= -\Delta^1(\phi(n)).$$

On the other hand, from the Corollary to Serre’s Formula, we have that

$$\sum_{i=0}^{d} (-1)^i \ell_A(H^i_{R_n}(G)_n) = (-1)^d \Delta^1(H_I(n) - P_I(n)),$$

and the result follows by the Principle of Algebraic Differentiation. $\square$

### 3. Specialized results

Our purpose in this final section is to use some additional hypotheses to draw stronger conclusions than Theorem 2.4. In particular, we will show how to recover Sally’s results mentioned in the introduction. First we note that by making a strong hypothesis on the associated graded ring of $A$ with respect to $I$, $G$, one can draw a stronger conclusion. We provide an example to show that this conclusion fails without this stronger hypothesis.

**Proposition 3.1.** If $(A, \mathfrak{M}, d)$ is a local ring with $d \neq 1$, and if $I$ is an $\mathfrak{M}$-primary ideal of $A$ such that the associated graded ring, $G$, of $A$ with respect to $I$ is Cohen–Macaulay, then

$$\ell_A(H^d_{R_n}(R)_n) = (-1)^d [P_I(n) - H_I(n)]$$

for all $n \in \mathbb{Z}$. The same result holds in case $d = 1$ for all $n \neq -1$.

**Proof.** The assumption that $G$ is Cohen–Macaulay can be viewed as the statement that $H^i_M(G) = 0$ for all $i \leq d - 1$. The Artinianness of $A/I$ implies that
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\[ M = \sqrt{G} \] so that \( H^{d-1}_M(G) = H^{d-1}_{G^*}(G) \); and \( H^{d-1}_{G^*}(G) = H^{d-1}_R(G) \) by the change of rings principle for local cohomology. Hence we may rewrite the long exact sequence of Lemma 1.2 as

\[ 0 \longrightarrow H^d_{R^+}(R)_{n+1} \longrightarrow H^d_{R^+}(R)_n \longrightarrow H^d_{R^+}(G)_n \longrightarrow 0. \]

This allows us to conclude, if \( d \neq 1 \), that for all \( n \in \mathbb{Z} \) (and if \( d = 1 \), then for all \( n \neq -1 \))

\[ e_A(H^d_{R^+}(G)_n) = e_A(H^d_{R^+}(R)_n) - e_A(H^d_{R^+}(R)_{n+1}) = -\Delta^1(e_A(H^d_{R^+}(R)_n)). \]

The result now follows by the Principle of Algebraic Differentiation exactly as in the proof of Theorem 2.4. □

Example. Proposition 3.1 is false if \( G \) is not Cohen-Macaulay. To see this we utilize an example constructed by S. Huckaba in a different context [Hb, Example 3.1]. Let \( A := k[[X, Y]] \), where \( k \) is any field and \( X \) and \( Y \) are indeterminates, and let \( I := (X^7, X^6Y, X^2Y^5, Y^7) \). Then for \( n > 4 \), the Hilbert function \( H_I(n) := e_A(A/I^n) \) is equal to the corresponding Hilbert polynomial, \( P_I(n) = 49(n^2 + 1) - 21(\binom{n}{2}) + 3 \).

However, we can directly compute that

\[
\begin{align*}
H_I(1) &= 32, \quad P_I(1) = 31; \\
H_I(2) &= 110, \quad P_I(2) = 108; \\
H_I(3) &= 235, \quad P_I(3) = 234,
\end{align*}
\]

so that \( P_I(n) - H_I(n) < 0 \) for \( n = 1, 2, 3 \). For the proposition to hold, \( P_I(n) - H_I(n) \) would have to be nonnegative for all \( n \).

What remains unclear is the extent to which one can recover some sort of reasonable result for \( n < 0 \), without the strong hypothesis on \( G \). Work by Sally [Sa, Proposition 3], Huckaba [Hb, Theorem 2.1], and T. Marley [Ma] indicates that many nice theorems which are true for \( \mathfrak{m} \)-primary ideals as in the proposition remain true for \( m \)-primary ideals whose associated graded rings have depth \( d - 1 \). However, even in the first interesting case, that of a 2-dimensional Cohen-Macaulay local ring \( A \), one runs into the problem that the negative pieces of the local cohomology modules need no longer have finite length. For example, Sally showed [Sa, Proposition 1 (iii)] that \( H^1_{R^+}(R)_{-1} \cong A \).

A different approach to negative pieces can also be taken, following Kirby and Mehran, by replacing the usual Rees algebra with one which is extended to finitely many negative places (cf. [K-M, bottom of page 459]). One checks that the arguments in the previous section easily go through to this “generalized” Rees algebra. However, this creates a different set of negatively-graded pieces, leaving open the question of the nature of the naturally occurring negative pieces.

We ask in particular:

**Question 3.2.** Does some version of Proposition 3.1 continue to hold under the weaker hypothesis that depth \( G \geq d - 1 \)?

We conclude with a demonstration of how a strengthened version of Sally’s result mentioned in the introduction can be obtained from Theorem 2.4.
Proposition 3.3. Let \((A, \mathfrak{m}, 2)\) be Cohen-Macaulay and let \(I\) be any \(\mathfrak{m}\)-primary ideal of \(A\). If \(R\) is the Rees algebra of \(A\) with respect to \(I\), then

\begin{itemize}
  \item[(i)] \(\ell_A(H^2_{R^+}(R)_0) = e_2\),
  \item[(ii)] \(\ell_A(H^2_{R^+}(R)_1) = e_0 - e_1 + e_2 - \ell(A/\bar{I})\),
  \item[(iii)] \(\ell_A(H^2_{R^+}(R)_{-1}) = e_1 + e_2\),
\end{itemize}

where \(\bar{I}\) represents the Ratliff-Rush ideal associated to \(I\).

Proof. If \(x \in A\) is a non-zero-divisor then \(xt \in R_1\) is as well, so \(H^0_{R^+}(R_+) = 0\). Also, \(A\) satisfying Serre's condition \(S_2\) implies that \(A\) is its own \(S_2\)-ification and hence that \(H^1_{R^+}(R) = 0\) (cf. [Sa, Remark 2]). Similarly, one sees that \(H^1_{R^+}(R)_1 \cong \bar{I}/I\). Both of these statements follow from the exact sequence (1). (See [HJLS2] for more information about Ratliff-Rush ideals.) Plugging 0 in for \(n\) in Theorem 2.4 then yields statement (i). Plugging 1 in Theorem 2.4 yields \(\ell(H^2_{R^+}(R)_1) - \ell(\bar{I}/I) = P_I(1) - H_I(1) = e_0 - e_1 + e_2 - \ell(A/I)\), and hence statement (ii). Statement (iii) requires a more careful analysis.

First look closely at the long exact sequence from the proof of Lemma 1.2 in the case \(n = -1\). Noticing that, as \(G\) and hence \(H^0_{R^+}(G)\) are nonzero only in positive degrees, and applying part (1) of Lemma 1.1, we see that this reduces to

\[0 \to H^1_{R^+}(R)_0 \to H^1_{R^+}(R)_1 \to H^1_{R^+}(R)_{-1} \to H^2_{R^+}(R)_0 \to H^2_{R^+}(R)_1 \to H^2_{R^+}(R)_{-1} \to 0.\]

Let \(f\) denote the map \(H^1_{R^+}(R)_{-1} \to H^1_{R^+}(G)_{-1}\) in the sequence above. We claim that \(f\) is zero. Notice first that \(H^1_{R^+}(R)_{-1} \cong A\) as an \(A\)-module (cf. [Sa, Proposition 2 (iii)]—this proof requires that \(A\) be Cohen–Macaulay). Then by part (5) of Lemma 1.1 we have

\[0 \to A \to H^1_{R^+}(R)_{0} \to H^1_{R^+}(R)_{0} = 0 \text{ exact.}\]

Thus the first row of the long exact sequence is nothing but

\[0 \to A \xrightarrow{g} A \xrightarrow{f} H^1_{R^+}(G)_{-1}.\]

Now \(A\) must inject into \(A\) as a cyclic module, i.e., a principal ideal. If \(g(A) \neq A\), we could conclude that \(ht A/g(A) \leq 1\), so \(A/g(A)\) would have infinite length and yet be contained in \(H^1_{R^+}(G)_{-1}\), which has finite length, a contradiction. Hence we must have \(g(A) = A\) and so \(f = 0\).

Thence we are left with the exact sequence:

\[0 \to H^1_{R^+}(G)_{-1} \to H^2_{R^+}(R)_0 \to H^2_{R^+}(R)_{-1} \to H^2_{R^+}(G)_{-1} \to 0.\]

By comparing lengths, using statement (i), and applying the Corollary to Serre's Formula, we conclude that \(\ell(H^2_{R^+}(R)_{-1}) = e_2 - \Delta^1(H_I(-1) - P_I(-1)) = e_2 - P_I(0) + P_I(-1) = e_2 - e_2 + e_1 + e_2\), as required. □
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