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Abstract. Let $G = (V, E)$ be a graph and $w: E \to \mathbb{R}^+$ be a length function. Given $S \subseteq V$, a Steiner tour is a cycle passing at least once through each vertex of $S$. In this paper we investigate naturally submodular graphs: graphs for which the length function of the Steiner tours is submodular. We provide two characterizations of naturally submodular graphs, an $O(n)$ time algorithm for identifying such graphs, and an $O(n)$ time algorithm for solving the Steiner traveling salesman problem on such graphs.

We study the relationship between submodular functions and the length of traveling salesman tours on a graph. Our study was motivated by results in the production/distribution literature. See for example [FQZ92], [Q85], [HR90], [R86], [HP93]. A set function $G(S)$ that maps subsets of $V$ to $\mathbb{R}$ is said to be submodular if $G(S \cup L \cup M) - G(S \cup L) \leq G(S \cup M) - G(S)$ for all disjoint $S, L, M \subseteq V$. We use a slightly liberalized definition of a traveling salesman tour called the Steiner traveling salesman tour [CFN85]. For an excellent review of the classical traveling salesman problem see Lawler et al. [LLRS85]. In the Steiner traveling salesman tour on a subset of vertices $S$, the tour must visit the vertices in $S$ at least once, but it may also visit some vertices not in $S$ one or more times. Our Steiner traveling salesman tour differs from the one in [CFN85] since we require it to visit a special vertex called the central warehouse. If for a particular graph the lengths of the Steiner traveling salesman tours are submodular for all nonnegative weight functions and all choices of the central warehouse, then the graph is termed naturally submodular. Note that there are graphs which are not naturally submodular but that the tour lengths are submodular for certain weight functions. We need to include the central warehouse on the Steiner traveling salesman tours because otherwise (assuming the length of the tour through the empty set is defined to be zero) only trivial graphs are naturally submodular.
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In this paper we present two characterizations of naturally submodular graphs, one based on the number of internally vertex disjoint paths and one on a decomposition. In Herer [H90], graphs that are trees are shown to be naturally submodular. Anily and Federgruen [AF90] give an example of a graph which is not naturally submodular, while an example of a smallest such graph with unit lengths can easily be adapted from [H90]. Herein we demonstrate that naturally submodular graphs can be recognized in $O(n)$ time. In addition, for any $S \subseteq V$, an $O(n)$ algorithm for computing an optimal Steiner tour is presented.

Our results are more applicable when the Steiner tour lengths fit into what is called the family model [HP93]. A set function $\mathcal{F}$ is said to fit into the family model if $\mathcal{F}(S)$ can be written as $\mathcal{F}(S) = \sum\{F(M) : M \subseteq V, M \cap S \neq \emptyset\}$ and $F$ is any set function that maps subsets of $V$ to $\mathbb{R}^+$, where $\mathbb{R}^+$ is the set of nonnegative real numbers. Note that every set function that fits into the family model is nonnegative monotone submodular [FZ88].

We assume that the reader is familiar with the basic definitions of graph theory (see for example [BM76]). A path consisting of a single edge is referred to as a trivial path. Let $G = (V_G, E_G)$ and $H = (V_H, E_H)$ with $V_G \cap V_H = \emptyset$. Let $v_g \in V_G$ and $v_h \in V_H$. We define a new graph called a l-sum of $G$ and $H$ by identifying $v_g$ with $v_h$. Let $S \subseteq V$ be a subset of vertices. We denote our special Steiner traveling salesman tour (as described above) by $t(S)$ and its value by $T(S)$. An optimal tour is denoted by $t^*(S)$ and its length by $T^*(S)$.

To insure that the central warehouse is visited on every tour, we include it in the Steiner vertices. Note that $t(S)$ can also be thought of as a concatenation of shortest paths between the vertices on an ordered list containing $S$ and the central warehouse. Observe that these shortest paths might go through vertices in $S$, but that the tour is not said to visit $S$ at these vertices. We assume without loss of generality (because the offending edge can be removed without changing the optimal tour) that the weight function $w$ satisfies the triangle inequality.

1. Characterization of naturally submodular graphs

**Theorem 1.** Let $G = (V, E)$ be a simple connected graph and $w : E \rightarrow \mathbb{R}^+$ a weight function. Then the following conditions are equivalent:
- **submodularity:** $G$ is naturally submodular.
- **path:** There are at most two internally vertex disjoint nontrivial paths between any two vertices of $G$.
- **decomposition:** $G$ may be obtained by means of l-sums starting from copies of $K_4$ and outerplanar graphs.
- **family:** $T(S)$ fits the family model for all nonnegative weight functions $w$ and all choices of the central warehouse.

For convenience each condition mentioned above will be referred to by its label. We prove the theorem by a series of lemmas.

**Lemma 1.** The submodularity condition implies the path condition.

**Proof.** We start by showing that the submodularity condition implies the cut condition (as defined below), and then we show that the cut condition implies the path condition.
If \( v_s \) and \( v_t \) are two vertices in \( V \), then an \( s\)-\( t \) vertex cut is a set of vertices whose removal together with the edge \((v_s, v_t)\), if such exists, from \( G \) results in a disconnected graph where \( v_s \) and \( v_t \) are not contained in the same component. A minimal \( s\)-\( t \) vertex cut \( K \) is an \( s\)-\( t \) vertex cut where any proper subset of \( K \) is not an \( s\)-\( t \) vertex cut. The cut condition is: For all pairs of vertices \( v_s \) and \( v_t \), every minimal \( s\)-\( t \) vertex cut set has a cardinality of at most two.

Claim 1.1. The submodularity condition implies the cut condition.

Proof. We prove the claim by demonstrating weights on the edges of any graph with an \( s\)-\( t \) vertex cut of cardinality greater than two that yield a nonsubmodular \( T^*(S) \).

For a particular graph that has a minimal \( s\)-\( t \) vertex cut \( K \) of cardinality greater than two, fix \( K \), \( v_s \), and \( v_t \). Assign all edges not adjacent to any vertex in \( K \) a weight of zero, all edges adjacent to one and only one vertex in \( K \) a weight of one, and all edges adjacent to two vertices in \( K \) a weight of two. Assign the edge \((v_s, v_t)\), if such exists, a weight of two. Pick three vertices in \( K \); call them \( v_1 \), \( v_2 \), and \( v_3 \). Let \( v_t \) be the central warehouse, \( S = \{v_s, v_2\} \), \( L = \{v_1\} \) and \( M = \{v_3\} \) (see Figure 1).

Clearly, \( T^*(S \cup L \cup M) \geq 6 \) and in fact one could show equality. \( T^*(S) = T^*(S \cup L) = T^*(S \cup M) = 4 \) since the minimality of \( K \) guarantees that for every vertex in \( K \) there is an \( s\)-\( t \) path that goes through that vertex and not through any other vertex in \( K \) and every nontrivial \( s\)-\( t \) path goes through some vertex in \( K \). Thus,

\[
T^*(S \cup L \cup M) - T^*(S \cup L) \not\subseteq T^*(S \cup M) - T^*(S).
\]

Claim 1.2. The cut condition implies the path condition.

Proof. Assume there are two vertices, \( v_s \) and \( v_t \), connected by more than two internally vertex disjoint nontrivial paths. Clearly any \( s\)-\( t \) vertex cut must meet each one of these paths. Hence, there is a minimal \( s\)-\( t \) vertex cut with cardinality more than two.

Lemma 2. The path condition implies the decomposition condition.
Proof. One can easily verify that if \( G \) can be obtained by means of 1-sums of \( G_1, G_2, \ldots, G_k \), then to prove the theorem it is sufficient to show that the path condition implies that each \( G_i, i = 1, \ldots, k \), is either \( K_4 \) or an outerplanar graph. Clearly, each \( G_i \) is planar. Assume not; then by Kuratowski's theorem [K30], \( G_i \) contains either a subdivision of \( K_5 \) or a subdivision of \( K_{3,3} \). Thus, there exists two vertices \( u \) and \( v \) connected by three nontrivial internally vertex disjoint paths. Assume \( G_i \) is not an outerplanar graph; then every planar embedding will have inner vertices as well as outer vertices. Let \( G_i \) be an embedding of \( G_i \) for which the number of inner vertices is as small as possible. Let \( u \) be an outer vertex which is adjacent to an inner vertex \( w \), and determine the subset \( W \) of inner vertices which can be reached from \( w \) by paths consisting only of inner vertices. If \( u \) is the only outer vertex adjacent to vertices in \( W \), then the component is not 2-connected. If only two outer vertices \( u \) and \( v \) are adjacent to vertices in \( W \), then \( u \) and \( v \) are connected by three nontrivial internally vertex disjoint paths: a path from \( u \) to \( v \) through \( W \), and two paths from \( u \) to \( v \) on the outer face. If \( u \) and \( v \) were adjacent on the outer face, then we could find an embedding with fewer inner vertices. If there are at least three vertices on the outer face which are adjacent to vertices in \( W \), then the component contains either \( K_4 \) or a subdivision of \( K_4 \). If \( G_i \) is \( K_4 \) we are done, otherwise there are three nontrivial internally vertex disjoint paths connecting two vertices. Thus, if the path condition holds, then \( G_i \) is either \( K_4 \) or an outerplanar graph. \( \square \)

Definition. Let \( t^*(V) \) be an optimal tour through \( V \). We say that \( t^*(V) \) or \( G \) has the fixed order property if for all \( S \subseteq V \) there exists an optimal tour \( t^*(S) \) that visits the vertices in \( S \) in the same order as does \( t^*(V) \).

One must be careful here, because the fixed order property does not mean the following: If \( t^*(S) \) is an optimal tour through \( S \), then there is a \( t^*(V) \) that visits the vertices in \( S \) in the same order as does \( t^*(S) \). In fact, this last statement is false, as shown in Figure 2 where all edge lengths are one. Note that the graph in Figure 2 contains a tour \( t^*(S) \) for which the statement above is true, but for the one presented, \( t^*(S) = (v_1, v_2, v_3, v_4) \), the statement is false.

**Figure 2.** A graph with unit edge lengths having an optimal tour \( t^*(S) \) such that there does not exist an optimal tour \( t^*(V) \) that visits the vertices in \( V \) in the same order as does \( t^*(S) \).
Lemma 3. The decomposition condition implies the fixed order property for all nonnegative weight functions and all choices of the central warehouse.

Note that for a given graph the fixed order might be different for different weights.

Proof. Assume the decomposition condition holds; then clearly if the fixed order property holds for each component of $G$, it holds for $G$ as well. One could simply join the tours of the different components at the 1-sum vertices. We must however ensure that the 1-sum vertices are visited by the tours. We do this by including among the Steiner vertices any vertex whose removal would split the graph into two components each having at least one Steiner vertex.

Clearly, $K_4$ has the fixed order property, with the order being the optimal tour through $K_4$. All that remains to be proven is that any outerplanar graph $G_i = (V_i, E_i)$ has the fixed order property. Pick a vertex on the outer face and label it 1. Label the $N$ vertices of $V_i$, around the outer face (the direction is irrelevant) 2, 3, ..., $N$. We now show that the tour through a subset $S = \{i_1, i_2, \ldots, i_z\}$ of $V_i$ that visits the vertices in increasing order of their names is optimal. We call such a tour an ordered tour. Note that showing that $G_i$ has an optimal tour which is ordered will complete the proof.

The basic idea behind this part of the proof is that any nonordered tour will cross itself, and thus can be uncrossed and made 'closer' to an ordered tour.

Without loss of generality assume that $i_j < i_k$ if $j < k$. Assume that the ordered tour is not optimal. Let $\hat{t}(S)$ be an optimal tour such that the indices of the vertices in $S$, when arranged in the same order as visited by the tour, is lexicographically minimal. Note that any ordered tour is lexicographically minimal. We name the vertices in $S$ in the same order they are visited in $\hat{t}(S)$ $j_1, j_2, \ldots, j_z$. We know that $i_1 = j_1$ since a tour can begin at any vertex. Due to the fact that this tour is not ordered, it must cross itself at least once; however, the graph is outerplanar, hence these cross(es) must occur at vertices. One can easily uncross $\hat{t}(S)$ and thus obtain a tour of the same length, but lexicographically smaller. $\square$

Note that the fixed order through $V$ does not depend on the central warehouse location.

Lemma 4. The fixed order property for all nonnegative weight functions and all choices of the central warehouse implies the family condition.

Proof. Let $v_0$ be the central warehouse, and let $v_0, v_1, v_2, \ldots, v_n, v_{n+1} = v_0$ be an optimal tour through all the vertices and the central warehouse. We define $A_{ij}$ for all $1 \leq i \leq j \leq n$ to be the set $\{v_i, v_{i+1}, \ldots, v_j\}$ and $d_{ij}$ to be the length of the shortest path between $v_i$ and $v_j$. Let $F(A_{ij}) = d_{i,j+1} + d_{i-1,j} - d_{i,j} - d_{i-1,j+1}$ for all $1 \leq i \leq j \leq n$ and $F(S) = 0$ for all $S \neq A_{ij}$ for some $1 \leq i \leq j \leq n$. Theorem 2 of Herer and Roundy [HR90] implicitly shows that if $F(A_{ij}) \geq 0$ for $1 \leq i \leq j \leq n$, then given the fixed order property these family costs correctly model the value of a tour.

Now we prove that $F(A_{ij}) \geq 0$. Assume that there exists an $i$ and $j$ such that $F(A_{ij}) < 0$. By the fixed order property, $v_{i-1}, v_i, v_j, v_{j+1}, v_{i-1}$ is an optimal tour through the set of vertices $\{v_{i-1}, v_i, v_j, v_{j+1}\}$ with the central
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warehouse located at \( v_{i-1} \). This tour has length

\[
(1) \quad d_{i-1,i} + d_{i,j} + d_{j,j+1} + d_{j+1,i-1} \\
(2) \quad > d_{i-1,i} + d_{i,j+1} + d_{j+1,j} + d_{j,i-1}.
\]

(2) is less than (1) because we assumed \( F(A_{ij}) < 0 \) and our path lengths are symmetric. However (2) represents the length of a feasible tour through the set of vertices \( \{v_{i-1}, v_i, v_j, v_{j+1}\} \) which contradicts the optimality of the tour \( v_{i-1}, v_i, v_j, v_{j+1}, v_{i-1} \). Hence, we known that \( F(A_{ij}) > 0 \). □

Proof of Theorem 1. The proof is straightforward using the previous lemmas and the fact that the family condition implies the submodularity condition (as shown in [FZ88]). □

Theorem 2. Let \( G = (V, E) \) be a simple connected graph with \( |V| = n \). Then, there is an \( O(n) \) time algorithm for determining if the graph is naturally submodular.

Proof. The algorithm contains two steps. First one finds the 2-connected components using Tarjan's \( O(n) \) algorithm [T72]. Second, for each component which is not \( K_4 \) one determines if the graph is outerplanar by using Mitchell's \( O(n) \) algorithm [M79]. □

Theorem 3. The Steiner traveling salesman problem in naturally submodular graphs can be solved in \( O(n) \) time.

Proof. Let \( G = (V, E) \) be a graph such that \( G \) can be obtained by means of 1-sums of \( G_1, G_2, \ldots, G_k \) with \( G_i = (V_i, E_i) \). Let \( S \subseteq V \) and \( S_i = S \cap V_i, i = 1, \ldots, k \). Given optimal tours \( t_i^*(S_i) \) through \( G_i \) for all \( i \), it is obvious how to construct an optimal tour \( t^*(S) \) through \( G \). We only mention here that the edges in \( t^*(S) \) are simply the union of the edges in all of the \( t_i^*(S_i) \)'s.

Cornuéjols, Fonlupt, and Naddef [CFN85] show that the Steiner traveling salesman problem can be solved in linear time for series-parallel graphs. Since the problem is trivial for \( K_4 \) and outerplanar graphs are series-parallel, the proof is completed by using our decomposition characterization. □
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