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Abstract. This paper studies the notions of controllability for the linear systems associated with the generator of an exponentially bounded C-semigroup in a Banach space, controls also belonging to Banach spaces. Necessary and sufficient conditions are obtained in that framework, and the duality property is studied, which generalize the corresponding results of the linear systems associated with the generator of a strongly continuous semigroup.

1. Introduction

We will consider the linear control system

\[(LCS) \quad x'(t) = Ax(t) + Bu(t), \quad x(0) = x_0\]

where \(A\) is the generator of an exponentially bounded C-semigroup in a Banach space \(X\) and \(B\) is a bounded operator from a control Banach space \(Y\) to \(X\).

It is well known that (LCS) has received much attention, under the hypothesis that \(A\) generates a strongly continuous semigroup (see, e.g., [1, 5, 7, 10]). On the other hand, a generalization of strongly continuous semigroups, i.e., exponentially bounded C-semigroups, was recently introduced by Davies and Pang [3] and extended by Tanaka and Miyadera [9]; see also [2, 4, 6, 8]. In fact, there are many differential operators that generate C-semigroups but not strongly continuous semigroups.

This paper is organized as follows. Section 2 contains preliminary material on C-semigroups and inhomogeneous differential equations. Our main results are in §§3 and 4. Finally, an example is given in §5 where strongly continuous semigroups cannot be applied but exponentially bounded C-semigroups can.

2. Preliminaries

Let \(C\) be an injective operator in \(B(X)\). A strongly continuous family \(S(t)\) \((t \geq 0)\) in \(B(X)\) is called an exponentially bounded C-semigroup (hereafter abbreviated as C-semigroup) on \(X\), if \(S(t+s)C = S(t)S(s)\) for \(t, s \geq 0\), \(S(0) = C\), and there exist constants \(M, \alpha\) such that \(\|S(t)\| \leq Me^{\alpha t}\) for \(t \geq 0\).
It is known that \( L_r := \int_0^\infty e^{-rt}S(t)\,dt \) (\( r > a \)) is injective in \( B(X) \), and the closed linear operator \( A \) defined by \( Ax = (r - L_r^{-1}C)x \) for \( x \in D(A) := \{ x \in X; \, Cx \in R(L_r) \} \) is independent of \( r \). We call it the generator of \( S(t) \). Moreover, define

\[
\rho_C(A) = \{ r; \, R(C) \subset R(r - A) \text{ and } r - A \text{ is injective} \}.
\]

**Lemma 2.1** [4, 9]. Let \( A \) generate a \( C \)-semigroup \( S(t) \) satisfying \( \|S(t)\| \leq Me^{\alpha t} \). Then

(a) \((a, \infty) \subset \rho_C(A)\). For every \( r > a \) and \( n \in \mathbb{N} \), \( R(C) \subset R((r - A)^n) \) and

\[
(r - A)^{-n}C = \frac{1}{(n-1)!} \int_0^\infty t^{n-1}e^{-rt}S(t)\,dt,
\]

which implies \( \|(r - a)^n(r - A)^{-n}C\| \leq M \).

(b) \( A = C^{-1}AC \), where \( D(C^{-1}AC) = \{ x \in X; \, Cx \in D(A) \text{ and } ACx \in R(C) \} \).

(c) For every \( x \in D(A) \) and \( t \geq 0 \), \( S(t)Ax = AS(t)x \) and \( S(t)x = Cx + \int_0^t S(t-s)f(s)\,ds \).

The following proposition is a modification of Proposition 3.4 in [4], which will be useful to conclude that \( A \) is the generator. The proof is easy and is omitted.

**Proposition 2.2.** \( A \) generates a \( C \)-semigroup \( S(t) \) satisfying \( \|S(t)\| \leq Me^{\alpha t} \) iff \((a, \infty) \subset \rho_C(A)\), \( A = C^{-1}AC \), and (1) holds for \( r > a \) and \( n = 1 \). Moreover, in the "if" part, if we replace "\( A = C^{-1}AC \)" with "\( A \subset C^{-1}AC \)" then the generator of the \( C \)-semigroup \( S(t) \) is \( C^{-1}AC \).

**Remark.** A sufficient condition for "\( A = C^{-1}AC \)" is "\( p(A) \neq \emptyset \) and \( A \subset C^{-1}AC \)."

Now, let us turn to the inhomogeneous equation

\[
x'(t) = Ax(t) + f(t), \quad x(0) = x_0
\]

where \( A \) generates a \( C \)-semigroup \( S(t) \), \( f(\cdot) \in C([0, b], X) \). If \( x(t) \) is a solution, i.e., \( x(\cdot) \in C([0, b], X) \) and (2) is satisfied, then by Lemma 2.1(c)

\[
\frac{d}{ds}S(t-s)x(s) = S(t-s)f(s) \quad \text{for } 0 \leq s \leq t \leq b.
\]

Integrating this we obtain that \( v(t) \in R(C) \) and \( x(t) = C^{-1}v(t) \) for \( 0 \leq t \leq b \), where

\[
v(t) = S(t)x_0 + \int_0^t S(t-s)f(s)\,ds \quad \text{for } 0 \leq t \leq b.
\]

**Theorem 2.3.** Let \( v(t) \) be defined by (3). Then the following statements are equivalent.

(a) \( v(t) \in R(C) \) for \( 0 \leq t \leq b \) and \( C^{-1}v(t) \) is a solution of (2).

(b) \( v(t) \in R(C) \) for \( 0 \leq t \leq b \) and \( C^{-1}v(\cdot) \in C([0, b], X) \).

(c) \( v(t) \in CD(A) \) for \( 0 \leq t \leq b \) and \( AC^{-1}v(\cdot) \in C([0, b], X) \).

**Proof.** Let \( \|S(t)\| \leq Me^{\alpha t} \) (\( t \geq 0 \)) and \( \alpha > a \). Define

\[
Y = \{ x \in X; \, C^{-1}S(\cdot)x \in C([0, \infty), X), \, \lim_{t \to \infty} e^{-\alpha t}\|C^{-1}S(t)x\| = 0 \}.
\]
\[ \|x\|_Y = \sup_{t \geq 0} e^{-\alpha t} \|C^{-1} S(t)x\| \quad \text{for } x \in Y. \]

Then (see [6]) \((Y, \| \cdot \|_Y)\) is a Banach space and \(T(t)x = C^{-1} S(t)x \quad (x \in Y)\) defines a strongly continuous semigroup on \(Y\), with generator \(A_y\) (the part of \(A\) in \(Y\)). Moreover, \(T(t)Cx = S(t)x \quad \text{for all } x \in X\) and \(CD(A) \subset D(A_y)\).

(a) \(\Rightarrow\) (b) This is trivial.

(b) \(\Rightarrow\) (c) Let \(u(t) = \frac{d}{dt} C^{-1} v(t)\) for \(0 \leq t \leq b\). Then by (b)

\[
\left\| \frac{1}{h} (v(t+h) - v(t)) - Cu(t) \right\|_Y \\
\leq M \left\| \frac{1}{h} (C^{-1} v(t+h) - C^{-1} v(t)) - u(t) \right\|_Y \to 0 \quad \text{as } h \to 0,
\]

i.e., \(v(\cdot) \in C'([0, b], Y)\). It also follows from Theorem 2 in [12] that \(v(t)\) is a solution of the equation

\[
y'(t) = A_y y(t) + Cf(t), \quad y(0) = Cx_0.
\]

Consequently

\[
C^{-1} v(t) = x_0 + C^{-1} \int_0^t A_y v(s) \, ds + \int_0^t f(s) \, ds.
\]

Hence by (b) \(C^{-1} \int_0^t A v(s) \, ds \quad (t \geq 0)\) is differentiable. From the closedness of \(C^{-1}\) we obtain \(A v(t) = A_y v(t) \in D(C^{-1}) = R(C)\) and \(C^{-1} A v(t) = u(t) - f(t) \in C([0, b], X)\). Therefore (c) follows from Lemma 2.1(b).

(c) \(\Rightarrow\) (a) It is easy to see that \(v(t)\) is a mild solution of (4). By (c) and Lemma 2.1(b), \(v(t) \in CD(A) \subset D(A_y)\) and \(C^{-1} S(s) A_y v(t) = S(s) A C^{-1} v(t)\) for \(s \geq 0\) and \(0 \leq t \leq b\). Thus

\[
\|A_y v(t+h) - A_y v(t)\|_Y \leq M \|AC^{-1} v(t+h) - AC^{-1} v(t)\| \to 0 \quad \text{as } h \to 0.
\]

It follows from Theorem 2 in [12] that \(v(t)\) is a solution of (4). Consequently

\[
v(t) = C x_0 + \int_0^t A_y v(s) \, ds + C \int_0^t f(s) \, ds \\
= C \left( x_0 + \int_0^t A C^{-1} v(s) \, ds + \int_0^t f(s) \, ds \right),
\]

and therefore (a) follows.

From Theorem 2.3 one can deduce the following corollary (cf. [1, 12]).

**Corollary 2.4.** Let \(x_0 \in CD(A)\), \(f(t) \in R(C)\) for \(0 \leq t \leq b\), and \(C^{-1} f(\cdot) \in L'([0, b], X)\). Let one of the following conditions be satisfied:

(a) \(C^{-1} f(t) \in D(A)\) for \(0 \leq t \leq b\) and \(AC^{-1} f(\cdot) \in L'([0, b], X)\).

(b) There exists \(g \in L'([0, b], X)\) such that \(C^{-1} f(t) = C^{-1} f(0) + \int_0^t g(s) \, ds\) for \(0 \leq t \leq b\).

(c) \(X\) is reflexive and, for every \(t \in (0, b)\), there exist \(M_t, l_t \geq 0\) such that

\[
\int_0^t \|C^{-1} f(s+h) - C^{-1} f(s)\| \, ds \leq M_t h \quad \text{for } 0 \leq h \leq l_t.
\]

Then \(v(t) \in R(C)\) for \(0 \leq t \leq b\) and \(C^{-1} v(t)\) is a solution of (2).
3. Controllability and the duality property

This section concerns (LCS) with controls in $L^p([0, b], Y) \ (1 < p < \infty)$. Since a solution $x(t)$ of (LCS) satisfies $x(t) \in D(A)$ for $0 \leq t \leq b$, (LCS) in the general case cannot be steered to all of $X$. According to §2, we will choose to work with the following function

$$v(t) := S(t)x_0 + \int_0^t S(t-s)Bu(s)\,ds \quad \text{for } 0 \leq t \leq b$$

where $S(t)$ is a $C$-semigroup generated by $A$.

We first introduce some notions of controllability of (LCS).

Definition 3.1. We say that (LCS) is

(a) exactly controllable on $[0, b]$ if for any $x_0, x_1 \in X$, there exists a control $u \in L^p([0, b], Y)$ such that $v(b) = Cx_1$.

(b) approximately controllable $[0, b]$ if, for any $x_0, x_1 \in X$ and any $\varepsilon > 0$, there exists a control $u \in L^p([0, b], Y)$ such that $\|v(b) - Cx_1\| < \varepsilon$.

(c) exactly null controllable on $[0, b]$ if, for any $x_0 \in X$, there exists a control $u \in L^p([0, b], Y)$ such that $v(b) = 0$.

(d) approximately null controllable on $[0, b]$ if, for any $x_0 \in X$ and any $\varepsilon > 0$, there exists a control $u \in L^p([0, b], Y)$ such that $\|v(b)\| < \varepsilon$.

Since all subspaces of a finite-dimensional space are closed, the concepts introduced in Definition 3.1 are equivalent for finite-dimensional systems, but not in the general case. To derive necessary and sufficient conditions for these concepts, we need the following lemma (see [1]).

Lemma 3.2. Let $T_i \in B(X_i, X_0) \ (i = 1, 2)$, where $X_i \ (i = 0, 1, 2)$ are Banach spaces. Then:

(a) If $X_i \ (i = 0, 1, 2)$ are reflexive then $R(T_1) \subset R(T_2)$ iff there exists $M > 0$ such that $\|T_i^*x^*\|_{X_i^*} < M\|T_i^*x^*\|_{X_i^*}$ for all $x^* \in X_i^*$.

(b) $R(T_1) \subset R(T_2)$ iff $\ker(T_2^*) \subset \ker(T_1^*)$.

Theorem 3.3. (a) Let $X, Y$ be reflexive and $q = p/(p - 1)$. Then (LCS) is exactly controllable on $[0, b]$ iff there exists $M > 0$ such that

$$M \int_0^b \|B^*S(t)^*x^*\|_{Y^*}^q dt \geq \|S(b)^*x^*\|_{Y^*}^q + \|C^*x^*\|_{Y^*}^q, \quad \forall x^* \in X^*.$$  

(b) (LCS) is approximately controllable on $[0, b]$ iff $B^*S(t)^*x^* = 0$ for $0 \leq t \leq b$ implies that $C^*x^* = S(b)^*x^* = 0$.

(c) Let $X, Y$ be reflexive and $q = p/(p - 1)$. Then (LCS) is exactly null controllable on $[0, b]$ iff there exists $M > 0$ such that

$$M \int_0^b \|B^*S(t)^*x^*\|_{Y^*}^q dt \geq \|S(b)^*x^*\|_{Y^*}^q, \quad \forall x^* \in X^*.$$  

(d) (LCS) is approximately null controllable on $[0, b]$ iff $B^*S(t)^*x^* = 0$ for $0 \leq t \leq b$ implies that $S(b)^*x^* = 0$.

Proof. Define

$$Q_tu = \int_0^t S(t-s)Bu(s)\,ds \quad \text{for } u \in L^p([0, t], Y).$$
Then clearly \( Q_t \in B(L^p([0, t], Y), X) \) and so \( Q^*_t \in B(X^*, L^q([0, t], Y^*)) \). But

\[
\langle Q_t u, x^* \rangle = \int_0^t \langle u(s), B^* S(t-s)^* x^* \rangle ds, \quad \forall x^* \in X^*, u \in L^p([0, t], Y).
\]

Therefore, \( Q^*_t = B^* S(t - \cdot)^* \).

Now, from Definition 3.1(a) we know that (LCS) is exactly controllable on \([0, b]\) iff, for any \( x_0, x_1 \in X \), there exists \( u \in L^p([0, b], Y) \) such that \( Cx_1 = S(b)x_0 + Q_b u \). Since \( R(Q_b) \) is a subspace of \( X \), this is equivalent to \( R(C) \cup R(S(b)) \subset R(Q_b) \). Hence (a) follows from Lemma 3.2(a). Similarly the approximate controllability of (LCS) on \([0, b]\) is equivalent to \( R(C) \cup R(S(b)) \subset R(Q_b) \) and so (b) follows from Lemma 3.2(b). Finally, from the proof of (a) and (b) one can deduce (c) and (d) respectively.

**Remark.** If \( R(C) = X \) or \( R(S(b)) = X \), then (LCS) is approximately controllable on \([0, b]\) iff \( B^* S(t)^* x^* = 0 \) for \( 0 \leq t \leq b \) implies \( x^* = 0 \).

If \( R(S(b)) \subset R(C) \), then (b) is equivalent to

\[
\int_0^b \| B^* S(t)^* x^* \|_{Y^*}^q dt \geq \| C^* x^* \|_{X^*}^q, \quad \forall x^* \in X^*.
\]

Conversely, \( R(C) \subset R(S(b)) \) implies the equivalence of exact controllability and exact null controllability on \([0, b]\).

The following proposition gives a rank condition for approximate controllability.

**Proposition 3.4.** Let \( \overline{\text{span}}\{A^n BY_0; n = 0, 1, 2, \ldots\} = X \), where \( Y_\infty = \{u \in Y; By \in \bigcap_{n=1}^\infty D(A^n)\} \). Then (LCS) is approximately controllable on any \([0, b]\).

**Proof.** If \( B^* S(t)^* x^* = 0 \) for \( 0 \leq t \leq b \), then, for every \( y \in Y_\infty \), \( \langle S(t)By, x^* \rangle = 0 \) \( (0 \leq t \leq b) \). Differentiating this we see, using Lemma 2.1(c), \( \langle S(t)A^n By, x^* \rangle = 0 \) \( (0 \leq t \leq b, n = 0, 1, 2, \ldots) \) and therefore, by our assumptions, \( S(t)^* x^* = 0 \) for \( 0 \leq t \leq b \). The result now follows from Theorem 3.3(b).

We now turn to the duality property. To this end we need a result on the adjoint semigroup of a \( C \)-semigroup, which is a generalization of the Phillips's result (See [11].)

**Theorem 3.5.** Let \( A \) generate a \( C \)-semigroup \( S(t) \) on a reflexive Banach space \( X \). If \( \rho(A) \neq \emptyset \) and \( \overline{R(C)} = X \), then \( A^* \) generates the \( C^* \)-semigroup \( S(t)^* \) on \( X^* \).

**Proof.** We note first that the assumptions on \( C \) imply that \( C^* \) is an injective operator in \( B(X^*) \) with dense range (see [11]) and that \( D(A) \) is dense in \( X \) (see [3]). By Lemma 2.1(b) we have \( CA \subset AC \). It follows from the properties of adjoint operators (see [11]) that \( C^* A^* \subset (AC)^* \subset (CA)^* = A^* C^* \), which implies \( A^* \subset C^{*-1} A^* C^* \). Also \( \rho(A) \neq \emptyset \) implies \( \rho(A^*) \neq \emptyset \). Hence by the remark following Proposition 2.2 we obtain \( A^* = C^{*-1} A^* C^* \).

Let \( \| S(t) \| \leq Me^{at} \) for \( t \geq 0 \). We next show \((a, \infty) \subset \rho_{C^*}(A^*)\) and \( (r-A^*)^{-1} C^* = ((r-A)^{-1} C^*)^* \) for \( r > a \). In fact, let \( L_r = (r-A)^{-1} C(r > a) \), then \( C^* = ((r-A)L_r)^* \supset L_r^*(r-A^*) \). On the other hand, \( C^* \subset (L_r(r-A))^* = (r-A^*)L_r^* \). But \( C^* \in B(X^*) \) and so \( C^* = (r-A^*)L_r^* \). Therefore, the desired results follow.
Finally, by (1) with $n = 1$,

$$
\langle x, (r - A^*)^{-1} C^* x^* \rangle = \langle x, ((r - A)^{-1} C)^* x^* \rangle = \int_0^\infty e^{-rt} \langle x, S(t)^* x^* \rangle \, dt
$$

for all $x \in X$, $x^* \in X^*$, and $r > a$. From Proposition 2.2 it remains to show the strong continuity of $S(t)^*$. Let $x^* \in D(A^*)$, then by Lemma 2.1(c)

$$
\langle x, S(t)^* x^* - C^* x^* \rangle = \int_0^t \langle x, S(s)^* A^* x^* \rangle \, ds, \quad \forall x \in D(A).
$$

Since $S(s)^* A^* x^* \ (s \geq 0)$ is weak *-continuous and since $X$ is reflexive, $S(\cdot)^* A^* x^* \in L_{loc}^1([0, \infty), X^*)$ and so

$$
S(t)^* x^* - C^* x^* = \int_0^t S(s)^* A^* x^* \, ds
$$

which implies that $S(\cdot)^* x^* \in C([0, \infty), X^*)$. The conclusion follows now from $\overline{D(A^*)} = X^*$ and $\|S(t)^*\| = \|S(t)\| \leq M e^{at} \ (t \geq 0)$.

It is fairly well known that control and observation are "dual to each other". Dolecki and Russell [5] explore this duality relationship in an abstract Banach space setting. Following [5] (LCS) is also the abstract linear system

$$
Z_2 \xrightarrow{F} Z_1 \xrightarrow{E} D(E) \subset Z_3
$$

where $Z_1 = X$, $Z_2 = X \times X$, $Z_3 = L^p([0, b], Y)$ and $E = Q_b$, $F(x, y) = Cy - S(b)x$. Let $X$, $Y$ be reflexive, $\rho(A) \neq \emptyset$ and $\overline{R(C)} = X$. Then it follows from [5] and Theorem 3.5 that the adjoint (observation) system of (LCS) is

$$
Z_2^* \xrightarrow{F^*} Z_1^* \supset D(E^*) \xrightarrow{E^*} Z_3^*
$$

where $Z_1^* = X^*$, $Z_2^* = X^* \times X^*$, $Z_3^* = L^q([0, b], Y^*) \ (q = p/(p - 1))$ and $E^* = B^* S(b - \cdot)^*$, $F^* = (-S(b)^*, C^*)$, that is,

$$(LOS) \quad y'(t) = A^* y(t), \quad y(0) = y_0, \quad z(t) = B^* y(t).$$

Corresponding to (5) we may consider $C^* z(t) = B^* S(t)^* y_0 \ for \ 0 \leq t \leq b$.

(LOS) is called continuously initially (resp. finally) observable on $[0, b]$ if (6) (resp. (7)) holds; (LOS) is called initially (resp. finally) observable on $[0, b]$ if $\bigcap_{0 \leq t \leq b} \ker(B^* S(t)^*) = \{0\}$ (resp. $\bigcap_{0 \leq t \leq b} \ker(B^* S(t)^*) \subset \ker(S(b)^*)$).

Now the duality theorem is a direct consequence of Theorem 3.3.

**Theorem 3.6.** (LOS) is continuously initially (resp. initially, continuously finally, finally) observable on $[0, b]$ iff (LCS) is exactly (resp. approximately, exactly null, approximately null) controllable on $[0, b]$.

### 4. Complete controllability

This section concerns (LCS) with controls in $L^p_{loc}([0, \infty), Y) \ (1 < p < \infty)$.

**Definition 4.1.** (LCS) is called completely controllable if, for any $x_0, x_1 \in X$ and $\epsilon > 0$, there exists $t > 0$ and a control $u \in L^p([0, t], Y)$ such that $\|y(t) - C x_1\| < \epsilon$.

**Theorem 4.2.** The following statements are equivalent.

(a) (LCS) is completely controllable.
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(b) \( \bigcup_{t>0} R(S(t)) = \bigcup_{t>0} R(S(t)B) \).

(c) \( B^*S(t)^*x^* = 0 \) for \( t > 0 \) implies \( S(t)^*x^* = 0 \) for \( t > 0 \).

(d) \( B^*((r - A)^{-1}C)^*x^* = 0 \) for \( r > a \) implies \( ((r - A)^{-1}C)^*x^* = 0 \) for \( r > a \).

If \( X \) is a Hilbert space then (a) is also equivalent to

(e) \( \int_0^t S(s)BB^*S(s)^*xds = 0 \) for \( t > 0 \) implies \( S(t)^*x = 0 \) for \( t > 0 \).

Proof. (a) \( \Rightarrow \) (b) Since \( v(t) = S(t)x_0 + Q_tu \) (\( t > 0 \)), where \( Q_t \) is defined by (8), the complete controllability of (LCS) is equivalent to \( R(C) \cup \bigcup_{t>0} R(S(t)) \subset \bigcup_{t>0} R(Q_t) \). But \( \bigcup_{t>0} R(Q_t) \subset \bigcup_{t>0} R(S(t)B) \subset \bigcup_{t>0} R(S(t)) \) and, by the strong continuity of \( S(t) \) on \( t = 0 \), \( R(C) \subset \bigcup_{t>0} R(S(t)) \). Therefore, (b) follows.

(b) \( \Rightarrow \) (c) If \( B^*S(t)^*x^* = 0 \) for \( t > 0 \), then \( \langle x, x^* \rangle = 0 \) for all \( x \in \bigcup_{t>0} R(S(t)B) \). From (b) it follows that \( \langle S(t)x, x^* \rangle = 0 \) for all \( x \in X \) and \( t > 0 \). Thus \( S(t)^*x^* = 0 \) for \( t > 0 \).

(c) \( \Rightarrow \) (a) From the proof of (a) \( \Rightarrow \) (b) it suffices to show that \( \bigcup_{t>0} R(S(t)) \subset \bigcup_{t>0} R(Q_t) \). If this is not the case then for every \( x_0 \in \bigcup_{t>0} R(S(t)) \backslash \bigcup_{t>0} R(Q_t) \), there exists \( x^* \in X^* \) such that \( \langle x_0, x^* \rangle \neq 0 \) and \( \langle Q_tu, x^* \rangle = 0 \) for all \( u \in L^p([0, t], Y) \) and \( t > 0 \). Since \( Q_t^* = B^*S(t - \cdot)^* \) for \( t > 0 \), it follows that \( B^*S(t)^*x^* = 0 \) for \( t > 0 \). By (c) we obtain \( S(t)^*x^* = 0 \) for \( t > 0 \). Hence, \( \langle S(t)x, x^* \rangle = 0 \) for all \( x \in X \) and \( t > 0 \). This is a contradiction.

(c) \( \Leftrightarrow \) (d) If \( B^*((r - A)^{-1}C)^*x^* = 0 \) for \( r > a \), then by (1) with \( n = 1 \)

\[
\int_0^\infty e^{-rt} \langle u, B^*S(t)^*x^* \rangle dt = \langle u, B^*((r - A)^{-1}C)^*x^* \rangle = 0 \quad \forall u \in Y.
\]

It follows from the uniqueness of Laplace transform that \( B^*S(t)^*x^* = 0 \) and so, by (c), \( S(t)^*x^* = 0 \) for \( t > 0 \). Again using (1) with \( n = 1 \) we deduce \( ((r - A)^{-1}C)^*x^* = 0 \) for \( r > a \). Similarly (d) implies (c).

(c) \( \Leftrightarrow \) (e) If \( \int_0^t S(s)BB^*S(s)^*xds = 0 \) for \( t > 0 \), then

\[
\int_0^t \|B^*S(s)^*x\|ds = \left( \int_0^t S(s)BB^*S(s)^*xds, x \right) = 0 \quad \text{for } t > 0,
\]

which implies \( B^*S(t)^*x = 0 \) for \( t > 0 \) and therefore, by (c), \( S(t)^*x = 0 \) for \( t > 0 \). It is clear that (e) implies (c).

Corollary 4.3. Let \( R(C) = X \). Then the following statements are equivalent.

(a) (LCS) is completely controllable.

(b) \( \bigcup_{t>0} R(S(t)B) = X \).

(c) \( B^*S(t)^*x^* = 0 \) for \( t > 0 \) implies \( x^* = 0 \).

(d) \( B^*((r - A)^{-1}C)^*x^* = 0 \) for \( r > a \) implies \( x^* = 0 \).

If \( X \) is a Hilbert space then (a) is also equivalent to

(e) \( \int_0^t S(s)BB^*S(s)^*xds = 0 \) for \( t > 0 \) implies \( x = 0 \).

For most linear systems the operators \( A \) and \( B \) will be given rather than the \( C \)-semigroup \( S(t) \). So it is important to obtain conditions for complete controllability involving the operators \( A \) and \( B \). In this direction we give three conditions. The first is Theorem 4.2(d). The second is a rank condition (cf. Proposition 3.4), namely, \( \overline{\text{span}}\{A^nBY_\infty; \ n = 0, 1, 2, \ldots\} = X \) implies the complete controllability of (LCS). Before we give the third condition we need the following result.
Proposition 4.4. Let $A$ generate a C-semigroup $S(t)$ satisfying $\|S(t)\| \leq Me^{at}$ for $t \geq 0$. Then for every $r_0 > a$, $(r_0 - A)^{-1}$ generates the C-semigroup

$$T(t) := \sum_{n=0}^{\infty} \frac{t^n}{n!} (r_0 - A)^{-n} C \quad \text{for } t \geq 0$$

satisfying $\|T(t)\| \leq Me^{t/(r_0 - a)}$ for $t \geq 0$.

Proof. Let $A_1 = (r_0 - A)^{-1}$ and $a_1 = (r_0 - a)^{-1}$. We first show $C^{-1}A_1C = A_1$. Indeed, $A_1 \subset C^{-1}A_1C$ follows easily from $A \subset C^{-1}AC$. Conversely, let $x \in D(C^{-1}A_1C)$ and put $y = C^{-1}A_1C$, then by Lemma 2.1(b) $x = r_0y - C^{-1}ACy = (r_0 - A)y$, i.e., $x \in D(A_1)$.

Next, let $r > a$; then $r_0 - \frac{1}{r} > a$. Hence, it follows from $r - A_1 = r(r_0 - \frac{1}{r} - A)(r_0 - A)^{-1}$ that $r - A_1$ is injective and that $R(r - A_1) = D(\frac{1}{r}(r_0 - A)(r_0 - \frac{1}{r} - A)^{-1}) \supset R(C)$. Therefore, $(a_1, \infty) \subset \rho_C(A_1)$.

Finally, by Lemma 2.1(a), we get $\|T(t)\| \leq Me^{at}$ for $t \geq 0$ and

$$\int_0^\infty e^{-rt} T(t) \, dt = \sum_{n=0}^{\infty} \int_0^\infty \frac{t^n}{n!} e^{-rt} \, dt A_1^n C = \sum_{n=0}^{\infty} r^{-n-1} A_1^n C = (r - A_1)^{-1} C$$

for $r > a_1$. So the claim follows Proposition 2.2.

Theorem 4.5. Let $\|S(t)\| \leq Me^{at}$ for $t \geq 0$. Then (LCS) is completely controllable iff the linear system

$$y'(t) = (r_0 - A)^{-1} y(t) + Bu(t), \quad y(0) = y_0$$

is completely controllable where $r_0 > a$.

Proof. From Theorem 4.2 it suffices to show the equivalence of Theorem 4.2(c) and the following:

(c') $B^* T(t)^* x^* = 0$ for $t > 0$ implies $T(t)^* x^* = 0$ for $t > 0$.

We only show that (c') implies Theorem 4.2(c) (the converse implication is similar). Let $B^* S(t)^* x^* = 0$ for $t > 0$. Then it follows from (1) that

$$\langle u, B^* T(t)^* x^* \rangle = \sum_{n=0}^{\infty} \int_0^\infty \frac{t^n}{n!} \langle (r_0 - A)^{-n} CBu, x^* \rangle$$

$$= \sum_{n=0}^{\infty} \int_0^\infty \frac{e^{-r_0 t}}{(n-1)!} \langle S(s)Bu, x^* \rangle ds = 0$$

for all $u \in Y$. Namely, $B^* T(t)^* x^* = 0$ for $t > 0$ and so, by (c'), $T(t)^* x^* = 0$ for $t > 0$.

We now assume $r \in (a, r_0)$. Then

$$\int_0^\infty e^{-rt} S(t) \, dt = (r - A)^{-1} C = (r_0 - r)^{-1}((r_0 - r)^{-1} - (r_0 - A)^{-1})^{-1} C$$

$$= (r_0 - r)^{-1} C + (r_0 - r)^{-2}((r_0 - r)^{-1} - (r_0 - A)^{-1})^{-1} C$$

$$= (r_0 - r)^{-2} \int_0^\infty \exp\{-(r_0 - r)^{-1} t\} (T(t) - C) \, dt;$$
here we note \((r_0 - r)^{-1} > (r_0 - a)^{-1}\). Since \(T(t)x^* = 0\) for \(t > 0\) implies \(C^*x^* = 0\), it follows that for every \(x \in X\)

\[
\int_0^\infty e^{-rt}(x, S(t)x^*) dt
\]

\[
= (r_0 - r)^{-2} \int_0^\infty \exp\{-((r_0 - r)^{-1})t\}(x, T(t)x^* - C^*x^*) dt = 0.
\]

But \(f(r) := \int_0^\infty e^{-rt}(x, S(t)x^*) dt\) is analytic in \(\{r; \text{Re } r > a\}\). Therefore, \(f(r) = 0\) (Re \(r > a\)), and so the results desired follow.

**Remark.** As in §3, we call (LOS) completely observable if \(\cap_{t \geq 0} \ker(B^*S(t)^*) = \{0\}\). Since \(R(C) = X\), the initial observability of (LOS) on \([0, b]\) implies the complete observability of (LOS). Moreover, (LOS) is completely observable iff (LCS) is completely controllable.

## 5. AN EXAMPLE

In this section we consider the following system of ordinary differential equations on \(L^2(\mathbb{R}) \times L^2(\mathbb{R})\) (cf. [3, 8]):

\[
\begin{align*}
\frac{d}{dt}x_1(t, s) &= is^px_1(t, s) + zs^q x_2(t, s) + b_1(s)u_1(t, s), \\
\frac{d}{dt}x_2(t, s) &= is^q x_2(t, s) + b_2(s)u_2(t, s) \quad \text{for } s \in \mathbb{R} \text{ and } t > 0, \\
x_1(0, s) &= x_1(s), \quad x_2(0, s) = x_2(s) \quad \text{for } s \in \mathbb{R},
\end{align*}
\]

where \(p, q\) are positive real numbers and \(z\) is a nonzero complex number. Define

\[
A = \begin{pmatrix}
is^p & zp^q \\
0 & is^p
\end{pmatrix}, \quad D(A) = \{(f, g) \in L^2 \times L^2; \ is^p f + zs^q g, \ s^q g \in L^2\}.
\]

Then for \(t > 0\),

\[
e^{tA} = e^{is^p t} \begin{pmatrix}
I & zp^q t \\
0 & I
\end{pmatrix}, \quad D(e^{tA}) = \{(f, g) \in L^2 \times L^2; \ s^q g \in L^2\}.
\]

Therefore, \(A\) is not the generator of a strongly continuous semigroup, but it is easy to see that \(\{r; \text{Re } r \neq 0\} \subset \rho(A)\) if \(q \leq 2p\) and that \(A\) generates a once (\(q \leq p\)) or twice (\(q \leq 2p\)) integrated semigroup. In the general case \(A\) generates a \(C\)-semigroup \(S(t)\) where \(C = (1 + |s|^p)^{-1} \begin{pmatrix}
I & 0 \\
0 & I
\end{pmatrix}\) and \(S(t) = e^{tA}C\).

Also, a simple computation yields

\[
C^* = C, \quad S(t)^* = e^{-is^p t}(1 + |s|^q)^{-1} \begin{pmatrix}
I & 0 \\
zp^q t & I
\end{pmatrix}.
\]

**Case 1.** Let \(b_1(s) = b_2(s) = 1\), \(u = (u_1, u_2) \in L^2([0, b], L^2 \times L^2)\), and \(B = \begin{pmatrix} I & 0 \\
0 & I \end{pmatrix}\). We show now that (9) is exactly controllable on \([0, b]\). In fact, by Theorem 3.3(a), this is equivalent to

\[
M \int_0^b \int_R (1 + |s|^q)^{-2}(|f(s)|^2 + |zs^q tf(s) + g(s)|^2) ds dt
\]

\[
\geq \int_R (1 + |s|^q)^{-2}(2|f(s)|^2 + |g(s)|^2 + |zs^q b f(s) + g(s)|^2) ds
\]
for all $f, g \in L^2$ and for some $M > 0$. Calculating the terms in (10) yields
\[
\int_{\mathbb{R}} \left(1 + |s|^q\right)^{-2}\left\{ |z|^2 s^2 q b^2 (bM/3 - 1)|f(s)|^2 + (bM - 2)(|f(s)|^2 + |g(s)|^2) + s^q b (bM/2 - 1)(z\overline{f(s)} g(s) + \overline{z f(s)} g(s)) \right\} ds \geq 0.
\]
But from $x^2 + y^2 \geq 2xy$ we can deduce
\[
|s^q b (bM/2 - 1)(z\overline{f(s)} g(s) + \overline{z f(s)} g(s))| \leq |bM - 2|\left(\frac{1}{2} b^2 s^2 q |z f(s)|^2 + |g(s)|^2\right).
\]
Therefore, it is easy to check that if we choose $M = b/6$ then (10) holds. So the claim follows.

**Case 2.** Let $b_1(s) = \delta$ (0 or 1), $b_2(s) = 1$, and $u_1 = u_2 = u \in L^2([0, b], L^2)$. Then $B \in B(L^2, L^2 \times L^2)$ and $Bu = (\delta u, u)$. From this, $B^* \in B(L^2 \times L^2, L^2)$ and $B^*(f, g) = \delta f + g$. If
\[
B^* S(t)^* (f, g) = e^{it\delta t} (1 + |s|^q)^{-1}(\delta f + \overline{z s^q tf(s)} + g) = 0 \quad \text{for } 0 \leq t \leq b,
\]
then it follows that $f = g = 0$. By Theorem 3.3(b) we know that (9) is approximately controllable on $[0, b]$. However, (9) is not exactly null controllable on $[0, b]$. If this is not the case then by Theorem 3.3(c) there exists $M > 0$ such that
\[
M \int_0^b \int_{\mathbb{R}} \left(1 + |s|^q\right)^{-2}|\delta f(s) + \overline{z s^q tf(s)} + g(s)|^2 ds dt \geq \int_{\mathbb{R}} \left(1 + |s|^q\right)^{-2}(|f(s)|^2 + |\overline{z s^q tf(s)} + g(s)|^2) ds, \quad \forall f, g \in L^2.
\]
Choosing $g = -\delta f$ we obtain
\[
\int_{\mathbb{R}} \left(1 + |s|^q\right)^{-2}\left(\frac{1}{2} b^3 M s^2 q |z|^2 - 1\right)|f(s)|^2 ds \geq 0, \quad \forall f \in L^2.
\]
This is a contradiction if $\text{supp } f \subset \{ s \in \mathbb{R}; |s| < (b^3 M |z|^2/3)^{-1/2q}\}$ and $f \neq 0$.

**Case 3.** Let $b_j(s) \in L^2$ and $u_j(t, s) = u_j(t) \in L^2_{loc}(0, \infty)$ ($j = 1, 2$). Then $B \in B(C \times C, L^2 \times L^2)$ and $B(c_1, c_2) = (b_1(s)c_1, b_2(s)c_2)$. From this, $B^*(f, g) = (\int_{\mathbb{R}} f(s)b_1(s) ds, \int_{\mathbb{R}} g(s)b_2(s) ds)$. Therefore, it follows from Theorem 4.2(c) that (9) is completely controllable iff
\[
\begin{cases} 
\int_{\mathbb{R}} e^{-is\delta t} (1 + |s|^q)^{-1}(1 + |s|^q)^{-1} f(s)\overline{b_1(s)} ds = 0, \\
\int_{\mathbb{R}} e^{-is\delta t} (1 + |s|^q)^{-1}(1 + |s|^q)^{-1}(\overline{z s^q tf(s)} + g(s))\overline{b_2(s)} ds = 0
\end{cases}
\]
for $t \geq 0$ implies $f = g = 0$. By Theorem 4.2(d) this is also equivalent to
\[
\begin{cases} 
\int_{\mathbb{R}} e^{i(r + is\delta t)} (1 + |s|^q)^{-1} f(s)\overline{b_1(s)} ds = 0, \\
\int_{\mathbb{R}} e^{i(r + is\delta t)} (1 + |s|^q)^{-1}(\overline{z s^q (r + is\delta)^{-1} f(s)} + g(s))\overline{b_2(s)} ds = 0
\end{cases}
\]
for $\text{Re } r \neq 0$ implies $f = g = 0$.
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