FRACTIONAL POWERS OF MOMENTUM OF A SPECTRAL DISTRIBUTION

M. JAZAR

(Communicated by Palle E. T. Jorgensen)

Abstract. In this paper we construct fractional and imaginary powers for the positive momentum \( B \) of a spectral distribution and prove the basic properties. The main result is that for any \( \alpha > 0 \), \(-B^\alpha\) generates a bounded strongly continuous holomorphic semigroup of angle \( \frac{\pi}{2} \). In particular for \( \alpha = 1 \), using Stone's generalized theorem, if \( iB \) generates a \( k \)-times integrated group of type \( O(|t|^k) \) with \( \sigma(B) \subseteq [0, +\infty[, \) then \(-B\) generates a strongly continuous holomorphic semigroup of angle \( \frac{\pi}{2} \). A similar corollary is given in the regularized group situation.

1. Introduction

A spectral distribution is a \( \mathcal{F} \)-functional calculus of the momentum \( B \) (see below), and in [5] we have shown how to define \( f(B) \) for any function \( f \in \mathcal{C}^\infty(V) \), where \( V \) is a neighborhood of \( \sigma(B) \). This allowed us to define the \( \alpha \)th power of \((B + \varepsilon)\) \((\alpha \in \mathbb{C}, \sigma(B) \subseteq [0, +\infty[, \) and \( \varepsilon > 0 \) as the image of the function \( t \mapsto (t + \varepsilon)^\alpha \) and finally \( B^\alpha \equiv \lim_{\varepsilon \to 0} (B + \varepsilon)^\alpha \).

In [5] the authors introduced spectral distributions and gave a generalization of Stone's theorem to a Banach space which connects the momentum of a spectral distribution (see [5] and [16]) to the generator of a temperate integrated group (see [1]) and to the generator of a smooth distribution group (see [3] and [4]). An extensive number of applications of this theorem to the fundamental Cauchy problem in \( L^p(\mathbb{R}^n) \) is given in [14] and [16]. The relation between spectral distribution and \( C \)-regularized group (see [8], [9], [10], and [19]) is given in [13].

The typical example of the momentum of a spectral distribution is the Schrödinger operator \( \Delta \) in \( L^p(\mathbb{R}^n) \), \( p \in \mathbb{R} \) (see [14]). Comparing with the fact that \( \Delta \) is itself the generator of a bounded holomorphic semigroup of angle \( \frac{\pi}{2} \), once we have constructed the \( \alpha \)th power of \( B \), surprisingly we found that if \( B \) is the momentum of a spectral distribution, then \(-B^\alpha\) generates a holomorphic semigroup of angle \( \frac{\pi}{2} \). Hence we claim that the originality of this paper lies not only on the new construction of the fractional power which coincides with the standard definition of fractional power of the generator of a holomorphic semigroup (see Remark 3.13) but on the fact that we retrieve the strong continuity.
and the analyticity of the semigroup generated by $-B^\alpha$ when $iB$ generates a $k$-times integrated group of type $O(|t|^k)$ with $\sigma(B) \subset [0, +\infty[$. This can be considered in some sense as a converse of the result of [12].

Our tools permit us to get the basic properties of $B^\alpha$ (like $D(B^\alpha) \subset D(B^\beta)$ for $\Re\alpha \leq \Re\beta$ and $B^\alpha B^\beta x = B^{\alpha+\beta}x$) even if $0 \in \sigma(B)$ (compare with [18]) and give a simple representation of the holomorphic semigroup

$$G_\alpha(z) \equiv \mathcal{E}(t \mapsto e^{-z|t|^\alpha})$$

generated by $B^\alpha$ (compare with [7] or [20]).

In §4, using the relation of the momentum of a spectral distribution with regularized group, we give the fractional derivatives formula of $(iB)^\alpha$ (see [17]).

2. Spectral distribution and its basic properties

Let $X$ be a Banach space and $\mathcal{L}(X)$ the algebra of bounded linear operators with the uniform operator topology. All the definitions and results of this section can be found in [5].

**Definition 2.1.** By a spectral distribution we mean a linear continuous mapping $\mathcal{E}$ from $\mathcal{D} \equiv C_0^\infty(\mathbb{R}, \mathbb{C})$ into $\mathcal{L}(X)$ which satisfies:

(i) $\mathcal{E}(\varphi \cdot \psi) = \mathcal{E}(\varphi)\mathcal{E}(\psi)$ for all $\varphi, \psi \in \mathcal{D}(\mathbb{R})$.

(ii) For any function $\varphi \in \mathcal{D}$ such that $\varphi(0) = 1$, $\mathcal{E}(\varphi_n)$ converges strongly to the identity $I$, where $\varphi_n(t) = \varphi(t/n)$.

**Definition 2.2.** For any $f \in C_0^\infty(\mathbb{R})$ let us define $\mathcal{E}(f)$ as an unbounded linear operator by:

$$D(\mathcal{E}(f)) \equiv \left\{ x \in X ; \lim_{n \to \infty} \mathcal{E}(f\varphi_n)x \text{ exists for any } \varphi \in \mathcal{D} \text{ with } \varphi(0) = 1 \right\}.$$

Then for $x \in D(\mathcal{E}(f))$,

$$\mathcal{E}(f)x \equiv \lim_{n \to \infty} \mathcal{E}(f\varphi_n)x.$$

One can show that this definition is independent of the choice of $\varphi$.

**Definition 2.3.** We say that an unbounded linear operator $B$ admits the spectral distribution $\mathcal{E}$, or $B$ is the momentum of $\mathcal{E}$, if there is a spectral distribution $\mathcal{E}$ such that $B = \mathcal{E}(t)$. Here $t$ denotes the identity function in $\mathbb{R}$.

For $l \in \mathbb{N}$, let $\mathcal{I}_l$ denote the completion of $\mathcal{D}$ for the following norm $p_l$

$$p_l(\varphi) = \sum_{k \leq l} \left| \frac{t^k}{k!} \frac{d^k}{dt^k} \right|_{L^1},$$

and by $\mathcal{I}_l = \mathcal{I}^{-1} \mathcal{I}_l = \{ f ; \mathcal{I} f \in \mathcal{I}_l \}$ equipped with the norm $\Pi_l(f) = p_l(\mathcal{I} f)$, where $[\mathcal{I} f](t) = \int_\mathbb{R} e^{-2i\pi ts} f(s) ds$. We say that a spectral distribution $\mathcal{E}$ is of degree $l$, if $\mathcal{E}$ can be extended to a linear continuous mapping from $\mathcal{I}_l$ into $\mathcal{L}(X)$.

Finally let $\mathcal{I}$ denote the completion of the Schwartz space $\mathcal{S}$ equipped with the system of semi-norms $(p_k)$ and $\mathcal{I}$ the completion of $\{ \varphi \in \mathcal{S} | \mathcal{I} \varphi \in \mathcal{I} \}$ in the space of temperate distributions $\mathcal{S}'$.

By the inequality [5, (3.1)], for any $k \leq l$ we have $\mathcal{I} \hookrightarrow \mathcal{I}_l \hookrightarrow \mathcal{I}_k$. 
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Remark 2.4 (see [5]). Let \( \mathcal{E} \) be a spectral distribution. Then:

(i) For any \( x \in D(\mathcal{E}(f)) \) we define \( f(B)x \equiv \mathcal{E}(f)x \).

(ii) \( \mathcal{E} \equiv \bigcup_{\varphi \in \mathcal{E}} \mathcal{E}(\varphi) \subseteq D(\mathcal{E}(f)) \) and it is dense in \( \mathcal{X} \).

(iii) \( \mathcal{E}(f) \) is a densely defined closed linear operator.

(iv) If \( f = g \) on \( \text{sp}(B) \) (spectrum of \( B \)), then \( \mathcal{E}(f) = \mathcal{E}(g) \). Thus, we can define \( \mathcal{E}(f) \) for any \( f \in \mathcal{E}^{\infty}(V) \) where \( V \) is a neighborhood of \( \text{sp}(B) \).

Lemma 2.5. Let \( B \) be the momentum of a spectral distribution \( \mathcal{E} \), and let \( f \) and \( g \) be two functions in \( \mathcal{E}^{\infty}(\mathbb{R}) \) or \( \mathcal{F} \). Then \( f(B)g(B) \subseteq (fg)(B) \) with 
\[
D(f(B)g(B)) = D((fg)(B)) \cap D(g(B)).
\]

Theorem 2.6 (Stone's generalized theorem, see [5]). Let \( A \) be a linear densely defined operator on a Banach space \( \mathcal{X} \). The following are equivalent.

(i) \( A \) generates a smooth distribution group of order \( k \).

(ii) \( A \) generates a \( k \)-times integrated temperate group \( \{G(t)\}_{t \in \mathbb{R}} \) such that 
\[
\|G(t)\| \leq C|t|^k \quad \text{for any} \quad t \in \mathbb{R}.
\]

(iii) \( iA \) admits a spectral distribution of degree \( k \).

3. Fractional and imaginary powers

In this section we will show how to construct fractional and imaginary powers of the positive momentum \( B \) of a spectral distribution \( \mathcal{E} \) of a finite degree \( k \). For this we will proceed as in [18]: If \( B \) is positive (\( \sigma(B) \subseteq [0, +\infty[ \), \( \varepsilon > 0 \), and \( (B + \varepsilon) \) is strictly positive, we define \( (B + \varepsilon)^{\alpha} \), and then \( B^{\alpha} \), as the limit of \( (B + \varepsilon)^{\alpha} \) as \( \varepsilon \) goes to zero.

In the sequel we denote by \( Y(t) \) the Heaviside function: \( Y(t) = 1 \), for \( t \geq 0 \), and zero elsewhere.

Basic properties of \( B^{\alpha} \).

Definition 3.1. The momentum \( B \) of a spectral distribution \( \mathcal{E} \) is called **positive** (respectively, **strictly positive**) if the spectrum of \( B \) is contained in \( [0, +\infty[ \) (respectively, \( ]0, +\infty[ \).

Remark 3.2. Since the spectrum of \( B \) is always closed, if \( B \) is strictly positive there exists \( \varepsilon > 0 \) such that \( \sigma(B) \subseteq [\varepsilon, +\infty[ \). The problem in the positive case is that the function \( t \mapsto t^{\alpha} \) is not \( \mathcal{E}^{\infty} \) on a neighborhood of \( \sigma(B) \).

By Remark 2.4(iv), for any \( \alpha \in \mathbb{C} \), we can define the \( \alpha \)th power of \( (B + \varepsilon) \):

Definition 3.3. Let \( B \) be the positive momentum of a spectral distribution \( \mathcal{E} \). For any \( \alpha \in \mathbb{C} \), \( \varepsilon > 0 \), we denote by \( (B + \varepsilon)^{\alpha} \) the operator \( \mathcal{E}(t \mapsto (t + \varepsilon)^{\alpha}) \).

Lemma 3.4. Let \( B \) be the positive momentum of a spectral distribution \( \mathcal{E} \), \( \lambda \in \mathbb{C} \) such that \( \text{Im} \lambda \neq 0 \). Then:

1. For all \( \varepsilon \geq 0 \), \( \mathcal{E}(t \mapsto (t + \varepsilon)^{j}) = (B + \varepsilon)^{j}, \quad j \in \mathbb{Z} \). In particular, for \( \varepsilon > 0 \), \( \mathcal{E}(t \mapsto (t + \varepsilon)^{-j}) \in \mathcal{L}(\mathcal{X}) \) for any \( j \in \mathbb{N} \).

2. For any \( \alpha \in \mathbb{C} \), \( \text{Re} \alpha > 0 \), the function \( t \mapsto (\lambda - t)^{-\alpha} \) is in \( \mathcal{F} \).

3. For any \( \alpha \in \mathbb{C} \), \( \varepsilon > 0 \), the operators \( \mathcal{E}(t \mapsto (t + \varepsilon)^{\alpha}(\lambda - t)^{-\alpha}) \) and \( \mathcal{E}(t \mapsto (\lambda - t)^{\alpha}(\varepsilon + t)^{-\alpha}) \) are bounded.
(4) For any $\alpha \in \mathbb{C}$, $\varepsilon > 0$, $D((B + \varepsilon)^\alpha)$ is independent of $\varepsilon$ and

$$D((B + \varepsilon)^\alpha) = D((\lambda - B)^\alpha) = \text{Im}(\mathcal{G}(\lambda - t)^{-\alpha}).$$

(5) For all $\varepsilon > 0$, $(B + \varepsilon)^{-\alpha}$ is bounded for any $\alpha \in \mathbb{C}$ with $\text{Re}\alpha > 0$.

**Proof.** (1) The equality $\mathcal{G}((t + \varepsilon)^j) = (B + \varepsilon)^j$ is obvious for $j \in \mathbb{N}$. Now take $j \in \mathbb{N}$ and let us show that $\mathcal{G}((t + \varepsilon)^{-j}) = (B + \varepsilon)^{-j}$. In fact by Lemma 2.5, $\mathcal{G}((t + \varepsilon)^{-j})$ is the inverse of $(B + \varepsilon)^j$, and $D(\mathcal{G}((t + \varepsilon)^{-j})) = \text{Im}((B + \varepsilon)^j) = D((B + \varepsilon)^{-j}) = X$, because $-\varepsilon \notin \sigma(B)$.

(2) See [5, Lemma 4.10.3].

(3) Take $\mu = \lambda + \varepsilon$, $\mu \in \mathbb{C}$, with $\text{Im}\mu \neq 0$. Let $u = t + \varepsilon$; then by the Taylor formula we have

$$(t + \varepsilon)^\alpha (\mu - (t + \varepsilon))^{-\alpha} = (-1 + (1 - u/\mu)^{-1})^\alpha = (-1)^\alpha + \sum_{j=1}^{n} C_{j, \alpha} (1 - u/\mu)^{-j} + O(|1 - u/\mu|^{-n-1}) = c + h(t),$$

where

$$h(t) = \sum_{j=1}^{n} C_{j, \alpha} (1 - u/\mu)^{-j} + O(|1 - u/\mu|^{-n-1}),$$

$n$ is an integer greater than $\text{Re}\alpha$, and $c$ and $C_{j, \alpha}$ are scalar. Since by the last point the function $t \mapsto (1 - (t + \varepsilon)/\mu)^{-j}$ is in $\mathcal{F}$, the function $h$ is in $\mathcal{F}$ and $\mathcal{G}((t + \varepsilon)^\alpha (\mu - (t + \varepsilon))^{-\alpha}) = cI + \mathcal{G}(h)$ is bounded. In the same way

$$(\lambda - t)^\alpha (t + \varepsilon)^{-\alpha} = c' + \sum_{j=1}^{n} C'_{j, \alpha} ((t + \varepsilon)/\mu)^{-j} + O(|(t + \varepsilon)/\mu|^{-n-1})$$

$$= c' + k(t).$$

Since by the first point $\mathcal{G}((t + \varepsilon)^{-j})$ is bounded, $\mathcal{G}((t + \varepsilon)^\alpha (\mu - (t + \varepsilon))^{-\alpha})$ is bounded too.

(4) By Lemma 2.5 and the equality

$$(t + \varepsilon)^\alpha = (c + h(t))(\lambda - t)^\alpha,$$

if $x \in D((\lambda - B)^\alpha)$, then $x \in D((B + \varepsilon)^\alpha)$ (because $(\lambda - B)^\alpha x \in D(cI + h(B))$ which is $X$). Conversely, by the equality

$$(\lambda - t)^\alpha = (c' + k(t))(t + \varepsilon)^\alpha,$$

if $x \in D((B + \varepsilon)^\alpha)$, then $x \in D((\lambda - B)^\alpha)$ (because $(B + \varepsilon)^\alpha x \in D(c' + k(B))$ which is $X$). So $D((B + \varepsilon)^\alpha) = D((\lambda - B)^\alpha)$ (hence independent of $\varepsilon$), and by Lemma 2.5 $D((\lambda - B)^\alpha) = \text{Im}(\mathcal{G}((\lambda - t)^{-\alpha}))$.

(5) By this last point and Lemma 2.5 we have

$$D((B + \varepsilon)^{-\alpha}) = D((\lambda - B)^{-\alpha}) = X.$$
(ii) \((B + \epsilon)^\alpha(B + \epsilon)^\beta x = (B + \epsilon)^\gamma x = (B + \epsilon)^{\alpha + \beta}x\), for \(\alpha, \beta \in \mathbb{C}\), \(x \in D((B + \epsilon)^\gamma)\) where \(\gamma \in \{\alpha, \beta, \alpha + \beta\}\) satisfying \(\Re \gamma = \text{Max}(\Re \alpha, \Re \beta, \Re(\alpha + \beta))\).

**Proof.** (i) Note that if \(\Re \alpha \leq 0\), and by the point (5) of the last lemma, the inclusion is obvious. Suppose then \(0 \leq \Re \alpha \leq \Re \beta\), and define for \(\gamma > 0\),

\[R_\gamma \equiv \mathcal{E}((\lambda - t)^{-\alpha}).\]

By the last lemma, \(R_\gamma \in \mathcal{L}(X)\), and by the point (4) \(D((B + \epsilon)^\gamma) = \text{Im} R_\gamma\). Writing \(R_\beta = R_\alpha R_{\beta - \alpha}\) we conclude.

(ii) Take \(\gamma = \{\alpha, \beta, \alpha + \beta\}\), verifying \(\Re \gamma = \text{Max}(\Re \alpha, \Re \beta, \Re(\alpha + \beta))\), and \(x \in D((B + \epsilon)^\gamma)\). By (i), \(x \in D((B + \epsilon)^\alpha) \cap D((B + \epsilon)^\beta) \cap D((B + \epsilon)^{\alpha + \beta})\). Applying Lemma 2.5 and the spectrality of \(\mathcal{E}\) we conclude. \(\square\)

**Definition 3.6.** Let \(B\) be the positive momentum of a spectral distribution \(\mathcal{E}\). For any \(\alpha \in \mathbb{C}\), define \(B^\alpha\) by

\[D(B^\alpha) = \left\{ x \in D((B + \epsilon)^\alpha) \right\}, \text{ for } \epsilon > 0, \text{ such that } \lim_{\epsilon \to 0} (B + \epsilon)^\alpha x \text{ exist}, \text{ and for } x \in D(B^\alpha), \]

\[B^\alpha x = \lim_{\epsilon \to 0} (B + \epsilon)^\alpha x.\]

This definition is consistent, since by (4) of Lemma 3.4 \(D((B + \epsilon)^\alpha)\) is independent of \(\epsilon\). Moreover the following theorem shows that \(D(B^\alpha) = D((B + \epsilon)^\alpha)\), for any \(\epsilon > 0\).

**Theorem 3.7.** Let \(B\) be the positive momentum of a spectral distribution \(\mathcal{E}\). For any \(\alpha \in \mathbb{C}\) and any \(\epsilon > 0\), we have

\[D(B^\alpha) = D((B + \epsilon)^\alpha) = D((\lambda - B)^\alpha),\]

where \(\lambda\) is a complex number such that \(\text{Im} \lambda \neq 0\).

**Proof.** By the proof of Lemma 3.4 we have \((t + \epsilon)^\alpha = (c + h_\epsilon(t))(\lambda - t)^\alpha\) where

\[h_\epsilon(t) = \sum_{j=0}^{n} C_j, \alpha(1 - (t + \epsilon)/\mu)^{-j} + O(|1 - (t + \epsilon)/\mu|^{-n-1}),\]

\(\lambda \in \mathbb{C}, \text{Im} \lambda \neq 0, \text{ and } \mu = \lambda - \epsilon\).

Note that, since for any \(j \geq 1\) and the function \(t \mapsto (1 - (t + \epsilon)/\mu)^{-j}\) goes in \(\mathcal{F}\) to the function \(t \mapsto (1 - t/\lambda)^{-j}\), when \(\epsilon\) goes to zero, then \(h_\epsilon\) goes in \(\mathcal{F}\) to a function \(h\), when \(\epsilon\) goes to zero. Hence by Lemma 3.4, for \(x \in D((B + \epsilon)^\alpha) = D((\mathcal{E}(\lambda - t)^\alpha))\) we have

\[
\lim_{\epsilon \to 0} (B + \epsilon)^\alpha x = \lim_{\epsilon \to 0} (-1 + \mathcal{E}(h_\epsilon))(\lambda - B)^\alpha x
\]

\[= (-1 + \mathcal{E}(h))(\lambda - B)^\alpha x,\]

which shows that this limit exists, and thus \(D(B^\alpha) = D((B + \epsilon)^\alpha)\). \(\square\)

**Theorem 3.8.** Let \(B\) be the positive momentum of a spectral distribution \(\mathcal{E}\). Then:

(i) \(D(B^\beta) \subseteq D(B^\alpha)\), for any complex \(\alpha, \beta\), with \(\Re \alpha \leq \Re \beta\).

(ii) \(B^\alpha B^\beta x = B^\beta B^\alpha x = B^{\alpha + \beta}x\), for \(\alpha, \beta \in \mathbb{C}, x \in D(B^\gamma)\) where \(\gamma \in \{\alpha, \beta, \alpha + \beta\}\) verifying \(\Re \gamma = \text{Max}(\Re \alpha, \Re \beta, \Re(\alpha + \beta))\).
Proof. The first point is obvious applying the preceding theorem and Theorem 3.5(i).

(ii) Take \( \gamma \in \{ \alpha, \beta, \alpha + \beta \} \) such that \( \Re \gamma = \max(\Re \alpha, \Re \beta, \Re (\alpha + \beta)) \), and \( x \in D(B^\gamma) \). By (i), \( x \in D(B^\alpha) \cap D(B^\beta) \cap D(B^{\alpha+\beta}) \). By Theorem 3.5, for any \( \varepsilon > 0 \), we have \( (B + \varepsilon)^\alpha(B + \varepsilon)^\beta x = (B + \varepsilon)^{\alpha+\beta} x \). On the other hand, by continuity of \( g \) we have

\[
B^\alpha B^\beta x = \lim_{\varepsilon \to 0} (B + \varepsilon)^\alpha \lim_{\tau \to 0} (B + \tau)^\beta x
= \lim_{\varepsilon \to 0} \lim_{\tau \to 0} (B + \varepsilon)^\alpha (B + \tau)^\beta x,
\]

so the limit of \( (B + \varepsilon)^\alpha(B + \tau)^\beta x \) exist when \( \varepsilon \) and \( \tau \) go to zero independently, and is \( B^\alpha B^\beta x \). In particular the limit of \( (B + \varepsilon)^\alpha(B + \varepsilon)^\beta x \) exists when \( \varepsilon \) goes to zero and is \( B^\alpha B^\beta x \). \( \square \)

In the following theorem we give the basic fact on the nature of \( B^\alpha \):

**Theorem 3.9.** Let \( B \) be the positive momentum of a spectral distribution \( \mathcal{E} \) of degree \( k \). Then for any \( \alpha > 0 \), \( -B^\alpha \) is the generator of a bounded strongly continuous holomorphic semigroup.

**Proof.** In fact, it is sufficient to show that \( -B \) generates a bounded strongly continuous holomorphic semigroup of angle \( \frac{\pi}{2} \) (see [11]). To show this, it is sufficient to show that \( -e^{i\phi}B \) generates a bounded strongly continuous semigroup, whenever \( |\phi| < \frac{\pi}{2} \).

So fix \( \phi \) so that \( |\phi| < \frac{\pi}{2} \). Define \( g(t) \equiv e^{-i\phi|t|} \), and for \( s \geq 0 \), \( g_s(t) \equiv g(st) \). In order to show that \( g \) is in \( \mathcal{T} \), we write \( g(t) = f(t) + f(-t) \), where \( f(t) \equiv Y(t)e^{-i\phi t} \). Using the fact that \( \mathcal{F} f(\xi) = (ie^{i\phi} + \xi)^{-1} \), we get that \( \mathcal{F} g(\xi) = 2ie^{i\phi}(e^{-2i\phi} - \xi^2) \), which is in \( \mathcal{T} \). So \( g \in \mathcal{S} \) and for all \( s > 0 \), \( \Pi_k(g) = \Pi_k(g_s) \), where \( g_s(t) \equiv g(st) \). Let \( G(s) \equiv \mathcal{F}(g_s) \). For \( n \) sufficiently large, \( \Pi_k((g_s(t) - 1)(1 + 1)^{-n}) \) converges to zero as \( s \to 0 \). Thus \( G(s)x \to x \), for all \( x \in \text{Im}(B^{-n}) = D(B^n) \). Since this is a dense set and \( \|G(s)\| \) is uniformly bounded, it follows that \( G(s) \) converges strongly to the identity. Again for \( n \) sufficiently large, \( \frac{d^k}{ds^k}G(s)(1 + 1)^{-n} = -e^{i\phi}t_1 g_s(t)(1 + 1)^{-n} \), where the derivative is taken in the norm \( \Pi_k \). Using the fact that \( B \) is strictly positive, this implies that \( \frac{d^k}{ds^k}G(s)x = -e^{i\phi}BG(s)x \), for all \( x \in D(B^n) \), so that, since \( D(B^n) \) is a core for \( B \), \( \{G(s)\}_{s \geq 0} \) is a bounded strongly continuous semigroup generated by \( -e^{i\phi}B \). \( \square \)

**Remark 3.10.** In the preceding theorem, what is surprising is that we do not have any restriction on \( \alpha > 0 \), and it is clear that \( B^1 = B \). Thus \( B \) is also the generator of a bounded strongly continuous holomorphic semigroup of angle \( \frac{\pi}{2} \).

Using Stone's generalized theorem we can write the last theorem as follows.

**Corollary 3.11.** Let \( A \) be the generator of a \( k \)-times integrated group of type \( O(|t|^k) \) such that \( \sigma(A) \subset [0; -i\infty[ \). Then for any \( \alpha > 0 \), \( -(iA)^\alpha \) is the generator of a bounded strongly continuous holomorphic semigroup of angle \( \frac{\pi}{2} \).

**Corollary 3.12.** Let \( A \) be the generator of a uniformly bounded group such that \( \sigma(A) \subset [0; -i\infty[ \). Then for any \( \alpha > 0 \), \( -(iA)^\alpha \) is the generator of a bounded strongly continuous holomorphic semigroup of angle \( \frac{\pi}{2} \).
Remark 3.13. In view of Theorem 3.9, the strictly positive momentum of a spectral distribution generates a bounded strongly continuous holomorphic semigroup, so it is important to show that our construction of fractional powers coincides with the classical one. Using Pazy's construction [20, 2.6] it suffices to show that for $0 < \alpha < 1$,
\[
\mathcal{E}(t \mapsto t^{-\alpha}) = \frac{\sin \alpha \pi}{\pi} \int_{0}^{\infty} s^{-\alpha} (sI + B)^{-1} ds,
\]
where $B$ is the strictly positive momentum of a spectral distribution. To show this write $(sI + B)^{-1} = \mathcal{E}(t \mapsto (s + t)^{-1})$, we have
\[
\frac{\sin \alpha \pi}{\pi} \int_{0}^{\infty} s^{-\alpha} (sI + B)^{-1} ds = \frac{\sin \alpha \pi}{\pi} \int_{0}^{\infty} s^{-\alpha} \mathcal{E}(t \mapsto (s + t)^{-1}) ds
\]
because the appropriate Riemann sums converge in the norm $\Pi_k$
\[
= \frac{\sin \alpha \pi}{\pi} \mathcal{E} \left( t \mapsto \int_{0}^{\infty} s^{-\alpha} (s + t)^{-1} ds \right)
\]
\[
= \frac{\sin \alpha \pi}{\pi} \mathcal{E} \left( t \mapsto \frac{\pi}{\sin \alpha \pi} t^{-\alpha} \right)
\]
\[
= \mathcal{E}(t \mapsto t^{-\alpha}).
\]

Remark 3.14. When an operator $A$ generates a $k$-times integrated semigroup that is $O(t^k)$, then it is not hard to show (see [5, Lemma 4.10(1)] or [15, Remark after Theorem 4.1]) that there exists a constant $M$ so that
\[
\|(s + A)^{-\alpha}\| \leq \frac{M}{s}, \quad \text{for all } s > 0,
\]
so that we may define $A^\alpha$ in the usual way (see Pazy [20] and Remark 3.13). When $B$ is the positive momentum of a spectral distribution, as in this section, then by Theorem 2.6 $iB$ generates a $k$-times integrated group that is $O(|t|^k)$; thus we could use this construction to define $B^\alpha \equiv (-i)^\alpha (iB)^\alpha$; as in Remark 3.13, this definition may be shown to be equivalent to the definition of this section. One could then use the known properties of fractional powers of operators satisfying (*) to obtain Theorem 3.8. But it is of interest to see Theorem 3.8 deduced by a functional calculus argument, as is done here. Lemma 3.4 will also be needed for the next section.

4. Fractional derivatives

Take $A$ the generator of a uniformly bounded semigroup $\{G(t)\}_{t \geq 0}$; then in lieu of constructing $A^\alpha$ as the generator of the semigroup $\{G^\alpha(t)\}_{t \geq 0}$ one can show that $A^\alpha$ could be the $\alpha$th derivative of $A$, i.e.,
\[
A^\alpha x = \lim_{t \to 0} ((G(t) - I)/t)\alpha x,
\]
where this limit exists if and only if $x \in D(A^\alpha)$ (see, for example, [17]).

In our case, when $B$ is the momentum of a spectral distribution $\mathcal{E}$ of degree $k$, we will show an analogous formula, using the relation with the $(\lambda - iB)^{-k}$-regularized group (see [13, Theorem 3.1] or [16, théorème IV.1.1]).
Theorem 4.1. Let $B$ be the strictly positive momentum of a spectral distribution $\mathcal{E}$ of degree $k$. Then for any $\alpha \in \mathbb{C}$ with $\Re \alpha > 0$, $(iB)^\alpha$ is the $\alpha$th derivative of the $(\lambda - iB)^{-k}$-regularized group $\{W_\lambda(s)\}_{s \in \mathbb{R}}$ defined by

$$W_\lambda(s) = \mathcal{E}(t \mapsto (\lambda - t)^{-k} \exp(ist)),$$

i.e.

$$D(B^\alpha) = \left\{ x \text{ such that } \lim_{s \to 0} \mathcal{E}((\lambda - t)^{-k}(\exp(ist) - 1)/s)^\alpha) x \text{ exists and is in } D(\mathcal{E}((\lambda - t)^{ak})) \right\},$$

and for $x \in D(B^\alpha)$,

$$(iB)^\alpha x = \mathcal{E}((\lambda - t)^{ak}) \lim_{s \to 0} \mathcal{E}((\lambda - t)^{-k}(\exp(ist) - 1)/s)^\alpha) x,$$

where $\lambda \in \mathbb{C}\setminus\mathbb{R}$.

Proof. Since the case $k = 0$ is immediate, let us suppose $k > 0$. By Lemma 3.4.2 the function $t \mapsto (\lambda - t)^{-ak}$ is in $\mathcal{F}$, and using Lemma 2.5 the operator $C_\alpha = \mathcal{E}((\lambda - t)^{-ak})$ is a bounded injective operator. Let us denote by $C_{-\alpha}$ its inverse.

Now take $x \in D(B^\alpha)$, for $s$ positive we have

$$\mathcal{E}((\lambda - t)^{-k}(\exp(ist) - 1)/s)^\alpha) x - C_\alpha(iB)^\alpha x = \mathcal{E}((\lambda - t)^{-ak}(((\exp(ist) - 1)/s)^\alpha - (it)^\alpha)) x.$$

Since the function of the right-hand member satisfies the hypothesis of [5, Lemma 4.5] with

$$f(s, t) = (\lambda - t)^{-ak}(((\exp(ist) - 1)/s)^\alpha - (it)^\alpha),$$

this shows the first inclusion.

Conversely, take $x$ such that the limit exists and is in $D(\mathcal{E}((\lambda - t)^{ak}))$, and let $x_n = \mathcal{E}(\phi_n) x$, where $\phi_n$ are as in Definition 2.1(ii). Since for all $n$, functions $t \mapsto \phi_n(t)(it(\lambda - t)^{-k})^\alpha$ and $t \mapsto \phi_n(t)(((\lambda - t)^{-k}(\exp(ist) - 1)/s)^\alpha)$ are in $\mathcal{F}_k$ (see Lemma 3.4), and applying [5, Lemma 4.5] with the function

$$f(s, t) \equiv \phi_n(t)(((\lambda - t)^{-k}(\exp(ist) - 1)/s)^\alpha),$$

we get

$$\lim_{s \to 0} \mathcal{E}((\lambda - t)^{-k}(\exp(ist) - 1)/s)^\alpha) x_n = \mathcal{E}((it(\lambda - t)^{-k})^\alpha) x_n.$$

Now define, for fixed $\alpha$, the family of operators

$$S(s) \equiv \mathcal{E}((\lambda - t)^{-k}(\exp(ist) - 1)/s)^\alpha) \quad (s \geq 0).$$

Then we have

$$\mathcal{E}(t^\alpha \phi_n)x - \mathcal{E}(t^\alpha \phi_m)x = (\lambda - B)^{ak} \left\{ \lim_{s \to 0} S(s)(x_n - x_m) \right\}$$

$$= \mathcal{E}(\phi_n - \phi_m) \left( (\lambda - B)^{ak} \lim_{s \to 0} S(s)x \right),$$

thus $\mathcal{E}(t^\alpha \phi_n)x$ is Cauchy and, hence convergent, so that $x \in D(B^\alpha)$. □
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