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Abstract. Let \( \Sigma_0 \) denote the class of univalent functions in \( |z| > 1 \), with expansion
\[ f(z) = z + \sum_{n=1}^{\infty} b_n z^{-n}. \]
We show that if the omitted set of an \( f(z) \in \Sigma_0 \) on the trajectory arcs of the quadratic differential
\[ -w(w - \lambda) dw^2 \]
with \( \lambda \geq 4(\sqrt{2} - 1) \), then \( f(z) \) has real coefficients. From this we can derive the coefficient estimate of
\[ \max_{n} \Re e \left( -b_3 - \frac{1}{2} b_1^2 + \lambda b_2 \right). \]

1. Introduction

Let \( \Sigma_0 \) denote the class of functions, analytic and univalent in \( |z| > 1 \), with expansion
\[ f(z) = z + \sum_{n=1}^{\infty} b_n z^{-n}. \]

We assume that the omitted set of an \( f(z) \in \Sigma_0 \), \( \mathbb{C} \setminus f(|z| > 1) \), is on the trajectory arcs of the quadratic differential
\[ Q(w) dw^2 = (A_0 w^2 + A_1 w + A_2) dw^2 \]
with \( A_0, A_1, A_2 \in \mathbb{R} \). We considered the sufficient conditions which imply that
\( f(z) \) has real coefficients [2]. In this paper, we study the case of \( A_2 = 0 \).

Now we suppose that the omitted set of \( f(z) \in \Sigma_0 \) is on the trajectory arcs of the quadratic differential
\[ Q(w) dw^2 = -w(w - \lambda) dw^2 \]
with real nonnegative \( \lambda \). And the question is

"Does \( f(z) \) necessarily have real coefficients?"

When \( \lambda = 0 \), the answer is "No", because the quadratic differential is
\( -w^2 dw^2 \) in this case, and we readily know that the omitted set of \( f(z) \in \Sigma_0 \)
is on the trajectory arcs of it when and only when
\[ f(z) = z \left( 1 + 2 c i z^{-2} - z^{-4} \right)^{1/4} \]
with \( -1 \leq c \leq 1 \).
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On the contrary, the answer is "Yes" provided \( \lambda \geq 4 \), that is to say, \( f(z) \) has real coefficients when \( \lambda \geq 4 \). This is the case 3) of Theorem 1.5 in [2].

In the following section, we prove

**Theorem.** If \( f(z) \in \Sigma_0 \) has its omitted set on the trajectory arcs of the quadratic differential \(-w(w-\lambda)dw^2\) with \( \lambda \geq 4 \left( \sqrt{2} - 1 \right) \), then \( f(z) \) has real coefficients.

Then we give the following related coefficient estimate.

**Corollary.**

\[
\max_{\Sigma_0} \Re e \left( -b_3 - \frac{1}{2} b_1^2 + \lambda b_2 \right)
= \begin{cases} 
\frac{\lambda^4}{64} \log \frac{4}{\lambda} - \frac{5}{256} \lambda^4 + \frac{1}{4} \lambda^2 + \frac{1}{2} & \text{if } 0 < \lambda \leq 4 \left( \sqrt{2} - 1 \right), \\
\frac{\lambda^4}{64} \log \frac{\lambda + 4 + 2\sqrt{\lambda^2 + 2\lambda + 4}}{3\lambda} \\
\quad + \left( \frac{17}{864} \lambda^3 + \frac{7}{72} \lambda^2 + \frac{1}{9} \lambda + \frac{4}{27} \right) \sqrt{\lambda^2 + 2\lambda + 4} \\
\quad - \frac{17}{864} \lambda^4 - \frac{4}{27} \lambda^3 - \frac{2}{9} \lambda^2 + \frac{8}{27} \lambda - \frac{11}{54} & \text{if } 4 \left( \sqrt{2} - 1 \right) < \lambda.
\end{cases}
\]

This corollary gives the minimum value of \( \Re e \left( b_3 + \frac{1}{2} b_1^2 + \lambda b_2 \right) \) by means of the rotation \(-f(-z)\). Hence, with Theorem 2.2 of [2], we know the upper and lower sharp bounds of \( \Re e \left( b_3 + \frac{1}{2} b_1^2 + \lambda b_2 \right) \).

2. **Proof of Theorem**

By making use of Schiffer's variational method [3], [4] we see that the associated quadratic differential with the coefficient problem

\[
\max_{\Sigma_0} \Re e \left( -b_3 - \frac{1}{2} b_1^2 + \lambda b_2 \right),
\]

which we study in the following section, is \(-w(w-\lambda)dw^2\). Hence it is certain that there is an \( f(z) \in \Sigma_0 \) whose omitted set is on the trajectory arcs of the quadratic differential \(-w(w-\lambda)dw^2\) for any \( \lambda > 0 \). We fix such a function \( f(z) \in \Sigma_0 \). Then by the Schwarz reflection principle, we have

\[
-f(z)\left( f(z) - \lambda \right) z^2 f'(z)^2 = -z^4 + \lambda z^3 + (2b_2 - \lambda b_1) z \\
+ (4b_3 - 3\lambda b_2 + 2b_1^2) + \frac{2b_2 - \lambda b_1}{z} + \frac{\lambda}{z^3} - \frac{1}{z^4}
\]

where we know that the coefficient \( 2b_2 - \lambda b_1 \) is real by the same consideration as in the proof of Case 1.3 of Theorem 1.5 in [2] which uses Jenkins' General Coefficient Theorem [1]. We note that the coefficient \( 4b_3 - 3\lambda b_2 + 2b_1^2 \) is also real since the right-hand side of (1.1) is nonpositive on \( |z| = 1 \). We denote the
right-hand side of (1.1) by \(-z^{-4}q(z)\). Then, by \(w = f(z)\), (1.1) becomes

\begin{equation}
-w(w - \lambda)dw^2 = -z^{-6}q(z)dz^2.
\end{equation}

Since \(f(z)\) belongs to the class \(\Sigma_0\), its conformal center \(\frac{1}{2\pi} \int_0^{2\pi} f(e^{i\theta}) d\theta = 0\). Considering the global structure of the trajectories of \(-w(w - \lambda)dw^2\), we know that the omitted set \(\Gamma = f(\{z: |z| = 1\})\) contains the origin \(w = 0\) and forks in three directions there. We note that if \(q(z_0) = 0\) for some \(z_0\), \(|z_0| > 1\), then \(q(\overline{z_0}) = 0\) because \(q(z)\) has real coefficients.

We suppose that the omitted set \(\Gamma\) does not contain the critical point \(w = \lambda\). Then we see by (1.2) that \(q(z)\) has double zeros at \(z = 1, e^{i\alpha}\) and \(e^{-i\alpha}\) for some real \(\alpha\) and has simple zeros at \(z = r\) and \(\frac{1}{r}\) for some real \(r > 1\), and hence we have \(q(r) = 0\) and \(f(r) = \lambda\). We put \(J = \{x : x \geq 1\}\). Then in this case, it follows from the relation (1.2) that \(f(J)\) is a smooth Jordan arc which is always on trajectory or orthogonal trajectory arcs of the quadratic differential \(-w(w - \lambda)dw^2\) and goes from \(\Gamma\) to \(\infty\) via \(w = \lambda\). This is possible only when \(f(J)\) is on the real axis. This means that \(f(z)\) has real coefficients.

So let us see when the omitted set \(\Gamma\) does not contain the critical point \(w = \lambda\). In the opposite direction, we assume that \(\Gamma\) contains \(w = \lambda\). Then since \(q(z)\) has real coefficients, there are four points \(z = e^{i\alpha}, e^{-i\alpha}, e^{i\beta},\) and \(e^{-i\beta}\), with some real \(\alpha\) and \(\beta\), which correspond to the tips of \(\Gamma\) by \(w = f(z)\) (when \(w = \lambda\) is one of the tip points, we consider that \(e^{i\beta} = e^{-i\beta} = 1\)). Hence we can rewrite (1.1) as

\begin{equation}
-f(z)(f(z) - \lambda)z^2f'(z)^2
= -z^4 + \lambda z^3 + (2b_2 - \lambda b_1)z + (4b_3 - 3\lambda b_2 + 2b_1^2)
+ \frac{2b_2 - \lambda b_1}{z} + \frac{\lambda}{z^3} - \frac{1}{z^4}
= -\frac{1}{z^4} \left[(z - e^{i\alpha})(z - e^{-i\alpha})(z - e^{i\beta})(z - e^{-i\beta})\right]^2.
\end{equation}

Thus we have
\[
z^8 - \lambda z^7 - (2b_2 - \lambda b_1)z^5 - (4b_3 - 3\lambda b_2 + 2b_1^2)z^4 - (2b_2 - \lambda b_1)z^3 - \lambda z + 1
= \left[z^4 - 2(\cos \alpha + \cos \beta)z^3 + 2(1 + 2 \cos \alpha \cos \beta)z^2 - 2(\cos \alpha + \cos \beta)z + 1\right]^2
= z^8 - 4(\cos \alpha + \cos \beta)z^7 + 4((1 + 2 \cos \alpha \cos \beta) + (\cos \alpha + \cos \beta)^2)z^6 + \cdots.
\]

By comparing coefficients we have

\begin{equation}
\cos \alpha + \cos \beta = \frac{\lambda}{4} \quad \text{and} \quad \cos \alpha \cos \beta = -\frac{\lambda^2 + 16}{32}.
\end{equation}

This gives us that \(\cos \alpha, \cos \beta = \frac{\lambda \pm \sqrt{\lambda^2 + 32}}{8}\) and so it is necessary that \(\lambda + \sqrt{\lambda^2 + 32} \leq 1\). Hence we have that \(\lambda \leq 4(\sqrt{2} - 1)\). It says that if the omitted set \(\Gamma\) contains \(w = \lambda\), then \(\lambda \leq 4(\sqrt{2} - 1)\). Hence if \(\lambda > 4(\sqrt{2} - 1)\), then \(\Gamma\) cannot contain \(\lambda\), so \(f(z)\) must have real coefficients.

Now we suppose that \(\lambda = 4(\sqrt{2} - 1)\). If the omitted set \(\Gamma\) does not contain the critical point \(\lambda\), then, as mentioned above, \(f(z)\) has real coefficients. If
\( \Gamma \) contains \( \lambda \), then in the above discussion \( \cos \beta = \frac{\lambda + \sqrt{\lambda^2 + 32}}{8} = 1 \). This means that \( z = 1 \) corresponds to \( w = \lambda \) by \( w = f(z) \). Hence the image of \( J = \{ x : x \geq 1 \} \) by \( w = f(z) \) must be \([ \lambda, \infty)\) on the positive real axis. Thus we know that \( f(z) \) has real coefficients. This proves our Theorem.

3. PROOF OF COROLLARY

As we mentioned above, every extremal function \( f(z) \) for the problem \( \max_{x \in \mathbb{R}} \mathbb{R} e (-b_3 - \frac{1}{2} b_1^2 + \lambda b_2) \) must have its omitted set \( \Gamma \) on the trajectory arcs of the quadratic differential \(-w(w-\lambda)dw^2\). We divide our proof into two cases.

(I) First, we assume that \( 4(\sqrt{2} - 1) < \lambda \). Then by Theorem, the extremal function \( f(z) = z + \sum_{n=1}^{\infty} b_n z^{-n} \in \Sigma_0 \) must have real coefficients. Moreover its proof tells us that its omitted set \( \Gamma = f(|z| = 1) \) does not contain the critical point \( w = \lambda \). Hence we know that \( \Gamma \) consists of three arcs emanating from the origin. Thus there are three points \( z = 1, e^{i\alpha} \) and \( e^{-i\alpha} \), for some real \( \alpha \), which correspond to the three tips of \( \Gamma \) and the point \( z = r \), for some real \( r > 1 \), which corresponds to \( w = \lambda \). By this setting, we have by the Schwarz reflection principle

\[
-f(z)(f(z) - \lambda)z^2 f'(z)^2
= -z^4 + \lambda z^3 + (2b_2 - \lambda b_1)z + (4b_3 - 3\lambda b_2 + 2b_1^2)
+ \frac{2b_2 - \lambda b_1}{z} + \frac{\lambda}{z^3} - \frac{1}{z^4}
= -\frac{1}{z^4} [(z - 1)(z - e^{i\alpha})(z - e^{-i\alpha})]^2 (z - r) \left(z - \frac{1}{r}\right).
\]

A comparison of coefficients gives that

\[
-\lambda = 4 \cos \alpha + 2(1 + R),
\]
\[
\cos^2 \alpha + 2(1 + R) \cos \alpha + (1 + R) = 0,
\]
\[
2b_2 - \lambda b_1 = 4 \cos \alpha + 2(1 + R)(4 \cos^2 \alpha + 3) + 8(1 + 2R) \cos \alpha
\]

and

\[
-(4b_3 - 3\lambda b_2 + 2b_1^2) = 2 + 16(1 + R) \cos \alpha + 4(1 + 2R)(2 \cos^2 \alpha + 1),
\]

where \( R = \frac{1}{2}(r + \frac{1}{r}) \).

It follows from (2.3) that \( \cos^2 \alpha = -(1 + R)(2 \cos \alpha + 1) \). Hence we have

\[
\cos \alpha < -\frac{1}{2}.
\]

By (2.2) and (2.3) we see that \( \cos \alpha = \frac{\lambda - 2 \pm \sqrt{\lambda^2 + 2\lambda + 4}}{6} \). Inequality (2.6) tells us that the negative sign is correct:
(2.7) \[ \cos \alpha = \frac{\lambda - 2 - \sqrt{\lambda^2 + 2\lambda + 4}}{6}. \]

By (2.2) and (2.7) we also have

(2.8) \[ R = \frac{\lambda - 2 + 2\sqrt{\lambda^2 + 2\lambda + 4}}{6}. \]

Now we integrate (2.1) by using correspondence \( \lambda = f(r) \),

\[ \int_{r}^{w} \sqrt{w(w - \lambda)} \, dw = \int_{r}^{z} \frac{1}{z^3} (z - 1) \left( z^2 - 2 \cos \alpha \cdot z + 1 \right) \sqrt{(z - r) \left( z - \frac{1}{r} \right)} \, dz. \]

Then it follows that

(2.9) \[ \frac{1}{4} (2w - \lambda) \sqrt{w(w - \lambda)} - \frac{\lambda^2}{8} \log \left\{ 2w - \lambda + 2\sqrt{w(w - \lambda)} \right\} + \frac{\lambda^2}{8} \log \lambda \]

where

\[ F(x) = \frac{x^2}{2} + ax - \frac{A}{(x - 1)^2} - \frac{B}{x - 1} + E \log (x - 1) \]

\[ - \frac{p}{(x + 1)^2} - \frac{q}{x + 1} + \ell \log (x + 1) \]

\[ - \frac{k}{2(x - R)^2} - \frac{m}{x - R} + n \log (x - R) \]

with

\[ a = -4 \cos \alpha - R - 2, \quad A = -2(R - 1)^2, \quad p = 2(R + 1)^2, \quad k = (R^2 - 1)^2, \]

\[ B = -2(R - 1)(4 \cos \alpha + R + 1), \quad q = -2(R + 1)(4 \cos \alpha + R + 3), \]

\[ m = -2(R^2 - 1)(2 \cos \alpha + 1) \quad \text{and} \quad -E = \ell = n = 2(R + 1)(4 \cos \alpha - R + 3). \]

We substitute \( w = z + \sum_{n=1}^{\infty} b_n z^{-n} \) into the left-hand side of (2.9) and expand both sides of it around \( z = \infty \). Then by (2.7) and (2.8), a comparison of constant terms gives that

(2.10) \[ b_1 = -\frac{1}{12} \left( \lambda^2 + 8\lambda + 4 \right) + \frac{1}{12} (\lambda + 4) \sqrt{\lambda^2 + 2\lambda + 4} \]

\[ + \frac{\lambda^2}{8} \log \frac{\lambda + 4 + 2\sqrt{\lambda^2 + 2\lambda + 4}}{3\lambda}. \]

Hence by (2.4), (2.5), (2.7), (2.8) and (2.10) we obtain that

\[ -b_3 - \frac{1}{2} b_1^2 + \lambda b_2 = \frac{\lambda^4}{64} \log \frac{\lambda + 4 + 2\sqrt{\lambda^2 + 2\lambda + 4}}{3\lambda} \]

\[ + \left( \frac{17}{864} \lambda^3 + \frac{7}{72} \lambda^2 + \frac{1}{3} \lambda + \frac{4}{27} \right) \sqrt{\lambda^2 + 2\lambda + 4} \]

\[ - \frac{17}{864} \lambda^4 + \frac{4}{27} \lambda^3 - \frac{2}{9} \lambda^2 + \frac{8}{27} \lambda - \frac{11}{54}. \]
Next we suppose that $0 < \lambda \leq 4(\sqrt{2} - 1)$. In this case the omitted set $\Gamma = f(|z| = 1)$ of the extremal function $f(z) \in \Sigma_0$, has the critical point $w = \lambda$ on it. In fact if $\Gamma$ does not contain $w = \lambda$, then, as we have seen in the proof of Theorem, the extremal function has real coefficients. And the relation (2.1) holds again. Then we have by (2.8) that

$$R = \frac{\lambda - 2 + 2\sqrt{\lambda^2 + 2\lambda + 4}}{6} > 1$$

since $R = \frac{1}{2}(r + \tfrac{1}{r}) > 1$. And it follows that $4(\sqrt{2} - 1) < \lambda$. This contradicts our current hypothesis. Hence the setting (1.3) holds in this case. Then by using (1.4) we know that the extremal function $w = f(z)$ satisfies the differential equation

$$w(w - \lambda) \, dw^2 = \frac{1}{z^6} \left[ z^4 - \frac{\lambda}{2} z^3 - \frac{\lambda^2}{8} z^2 - \frac{\lambda}{2} z + 1 \right]^2 \, dz^2.$$  

We take square root of both sides of this and integrate them by using correspondence $\lambda = f(e^{i\theta})$, for some real $\theta$,

$$\int_{\lambda}^{w} \sqrt{w(w - \lambda)} \, dw = \int_{e^{i\theta}}^{z} \left( z - \frac{\lambda}{2} z^{-1} - \frac{\lambda^2}{8} z^{-2} + z^{-3} \right) \, dz.$$  

Then we have

$$\frac{1}{4} (2w - \lambda) \sqrt{w(w - \lambda)} - \frac{\lambda^2}{8} \log \left\{ 2w - \lambda + 2\sqrt{w(w - \lambda)} \right\} + \frac{\lambda^2}{8} \log \lambda$$

$$= \frac{1}{2} z^2 - \frac{\lambda}{2} z - \frac{\lambda^2}{8} \log z + \frac{\lambda}{2} z^{-1} - \frac{1}{2} z^{-2} - i \left( \sin 2\theta - \lambda \sin \theta - \frac{\lambda^2}{8} \theta \right).$$

We substitute $w = z + \sum_{n=1}^{\infty} b_n z^{-n}$ into the left-hand side and expand it around $z = \infty$, then it becomes

$$\frac{1}{2} z^2 - \frac{\lambda}{2} z - \frac{\lambda^2}{8} \log z + \left( b_1 + \frac{\lambda^2}{16} + \frac{\lambda^2}{8} \log \lambda \right) + O\left( \frac{1}{z} \right).$$

Comparing the constant terms we have

$$b_1 = \frac{\lambda^2}{8} \log \frac{4}{\lambda} - \frac{\lambda^2}{16} + i\mu$$

where $\mu$ is real. Then it follows from the relation (1.3) and (1.4) that

$$b_2 = \frac{\lambda}{2} b_1 + \lambda - \frac{\lambda^3}{16} \quad \text{and} \quad b_3 = \frac{3}{8} \lambda^2 b_1 - \frac{1}{2} b_1^2 + \frac{\lambda^2}{4} - \frac{13}{256} \lambda^4 - \frac{1}{2}.$$  

Hence we have

$$\Re b_2 = \frac{\lambda^3}{16} \log \frac{4}{\lambda} - \frac{3}{32} \lambda^3 + \frac{\lambda}{2}$$

and

$$\Re b_3 = -\frac{\lambda^4}{128} \left( \log \frac{4}{\lambda} \right)^2 + \frac{7}{128} \lambda^4 \log \frac{4}{\lambda} - \frac{39}{512} \lambda^4 + \frac{\lambda^2}{4} - \frac{1}{2} + \frac{\mu^2}{2}.$$
Then it follows from (2.12), (2.13) and (2.14) that
\[\Re e \left( -b_3 - \frac{1}{2} b_1^2 + \lambda b_2 \right) = \frac{\lambda^4}{64} \log \frac{4}{\lambda} - \frac{5}{256} \lambda^4 + \frac{1}{4} \lambda^2 + \frac{1}{2}.\]
This completes the proof of Corollary.

4. Remarks

In the proof of Corollary (I), we expand the left-hand side of (2.1). Then by using (2.4), (2.5) and (2.10), we know that all of the coefficients of the extremal function \(f(z) = z + \sum_{n=1}^{\infty} b_n z^{-n}\) are represented in terms of \(\lambda\). Hence the extremal function is unique and has real coefficients when \(4(\sqrt{2} - 1) < \lambda\).

When \(\lambda = 4(\sqrt{2} - 1)\) in the proof of Corollary (II), it follows from Theorem that the extremal function \(f(z)\) has real coefficients. Thus by (2.12) we know that \(b_1\) is represented in terms of \(\lambda\), and so a comparison of coefficients in (1.3) shows that the extremal function is unique and has real coefficients in this case. Hence the extremal function is unique and has real coefficients in the case of \(4(\sqrt{2} - 1) \leq \lambda\) in Corollary.

On the other hand it is unsettled whether the extremal function is unique in the case of \(0 < \lambda < 4(\sqrt{2} - 1)\), in other words, whether Theorem is true for \(0 < \lambda < 4(\sqrt{2} - 1)\). Here we show the existence of the extremal function with real coefficients by direct construction.

Put \(0 < \lambda < 4(\sqrt{2} - 1)\). The mapping
\[
\zeta = \zeta(w) = \int_{\lambda}^{w} \sqrt{w(w - \lambda)} \, dw
= \frac{1}{4} (2w - \lambda) \sqrt{w(w - \lambda)} - \frac{\lambda^2}{8} \log \left[ 2w - \lambda + 2 \sqrt{w(w - \lambda)} \right] + \frac{\lambda^2}{8} \log \lambda
\]
carries the upper half plane \(Im w > 0\), onto the domain bounded by the half line \(Im \zeta = -\frac{\pi}{4} \lambda^2\), \(Re \zeta \geq 0\), the segment \(Re \zeta = 0\), \(-\frac{\pi}{8} \lambda^2 \leq Im \zeta \leq 0\) and the positive real axis, the domain contains the point \(\zeta = i\). On the other hand we take the mapping
\[
\zeta = \zeta(z) = \int_{1}^{z} \frac{1}{z^3} \left( z - e^{i\alpha} \right) \left( z - e^{-i\alpha} \right) \left( z - e^{i\beta} \right) \left( z - e^{-i\beta} \right) \, dz
= \frac{1}{2} z^2 - \frac{\lambda}{2} z - \frac{\lambda^2}{8} \log z + \frac{\lambda}{2} z^{-1} - \frac{1}{2} z^{-2},
\]
with \(0 < \beta < \alpha < \pi\) such that \(\cos \alpha = \frac{\lambda - \sqrt{3\lambda^2 + 32}}{8}\), \(\cos \beta = \frac{\lambda + \sqrt{3\lambda^2 + 32}}{8}\). Then it carries the domain \(Im mz > 0, \ |z| > 1\), onto the domain whose boundary is the same as \(\zeta(w)\)'s together with finite slits on the imaginary axis from \(\zeta = 0\) and \(\zeta = -\frac{2}{3} \lambda^2 i\). Hence we can combine these two mappings. Then by reflection we obtain the mapping of \(|z| > 1\) whose image domain is admissible with respect to the quadratic differential \(-w(w - \lambda)dw^2\), and of course its expansion around \(z = \infty\) has real coefficients. It satisfies the differential equation
\[
w(w - \lambda)dw^2 = \left( z - \frac{\lambda}{2} - \frac{\lambda^2}{8} z^{-1} - \frac{\lambda}{2} z^{-2} + z^{-3} \right)^2 dz^2.
\]
Inserting $w = z + c_0 + c_1 z^{-1} + \cdots$ into the left-hand side of this, we know that $c_0 = 0$. Hence the mapping function belongs to the class $\Sigma_0$.
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