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Abstract. The St. Petersburg game is a well-known example of a random variable which has infinite expectation. Csörgö and Dodunekova have recently shown that the accumulated winnings do not have a limiting distribution, but that if measurements are taken at a subsequence $b_n$, then a limiting distribution exists exactly when the fractional parts of $\log_2 b_n$ approach a limit. In this paper the characteristic functions of these distributions are computed explicitly and found to be continuous, self-similar, nowhere differentiable functions.

A single trial in the St. Petersburg game consists in tossing a fair coin until it falls heads and then the player receives $2^k$ dollars if this happens at the $k$th throw. The expected value comes out to be

$$\frac{1}{1} + \frac{2}{2} + \cdots + \frac{2^k}{2^k} + \cdots = \infty,$$

so the St. Petersburg game gives an example of a random variable which has infinite expectation. However, the probability that this game last long enough to get large paybacks is quite low and the law of large numbers still holds. In fact, Feller showed [3, p. 237] that if one only allows a finite number $n$ of trials, then for any fixed $\varepsilon > 0$

$$\Pr \left\{ \left| \frac{S_n}{n \log_2 n} - 1 \right| > \varepsilon \right\} \to 0 \quad \text{as} \quad n \to \infty,$$

where $S_n$ denotes the accumulated winnings in $n$ trials of the St. Petersburg game and $\log_2 n = \frac{\log n}{\log 2}$. In this sense the game can be given a "fair" entrance fee of $n \log_2 n$ dollars.

It follows from Feller's result that a way of generating a fair entrance fee independent of the number of trials is to find a sequence $\alpha_1, \alpha_2, \ldots$ satisfying

$$\frac{\alpha_1 + \cdots + \alpha_n}{n \log_2 n} \to 1.$$
Now it was shown by Khinchin [7] that the sequence of continued fraction coefficients \( a_1(z), \ldots, a_n(z) \) of real numbers \( 0 < z < 1 \) has the similar property

\[
\lambda \left\{ z : \left| \frac{a_1(z) + \cdots + a_n(z)}{n \log_2 n} - 1 \right| > \varepsilon \right\} \to 0 \quad \text{as } n \to \infty ,
\]

where \( \lambda \) is Lebesgue measure. This means that, with high probability, a fair entry fee for the St. Petersburg game can be chosen by picking a random number \( x \) and letting the entry fee at the \( n \)th trial be \( a_n(x) \). For example, if one believes that \( \pi \) is a "pseudo-random" number, then its continued fraction digits could be used (the first 17 million digits have been computed by R.W. Gosper and they do seem to behave like those of a random real number).

It is interesting to see how well continued fraction coefficients model the behavior of the St. Petersburg game, so one compares the error distribution from the main term. The partial sums of continued fraction coefficients have a limiting error distribution (see [5] and [9]) given by the distribution function \( G(x) \) with characteristic function

\[
g(t) = \int_{-\infty}^{\infty} e^{itx} dG(x) = \exp \left( -it \log |t| - \frac{\pi |t|}{2 \log 2} \right).
\]

In other words, one has that

\[
\lambda \left\{ 0 < z < 1 : \frac{a_1(z) + \cdots + a_n(z)}{n} - \log_2 n < x \right\} - G(x) \to 0 , \quad \text{as } n \to \infty .
\]

Note that \( G(x) = G_{1,1}(x, \pi / 2 \log 2) \), where \( G_{\alpha, \beta}(x, \gamma) \) is the stable distribution with characteristic function

\[
g_{\alpha, \beta}(t, \gamma) = \int_{-\infty}^{\infty} e^{itx} dG_{\alpha, \beta}(x, \gamma)
\]

whose logarithm is

\[
\log g_{\alpha, \beta}(t, \gamma) = -\gamma |t|^{\alpha} (1 + i \beta \text{ sgn } t \omega(t, \alpha)) ,
\]

where \( 0 < \alpha \leq 2 \), \( |\beta| \leq 1 \), \( \gamma > 0 \), and \( \omega(t, \alpha) = \frac{1}{\pi} \log |t| \) for \( \alpha = 1 \) (otherwise \( \tan(\alpha \pi / 2) \)); see [6].

The next step is to see whether the \( S_n/n - \log_2 n \) have a limiting distribution and whether it is the same as for continued fraction digits. This is answered by

**Theorem 1.** Let \( F_n(x) \) be the distribution of

\[
\frac{S_n}{n} - \log_2 n.
\]

If \( b_n \) is any sequence of integers such that \( \lim_{n \to \infty} b_n = \infty \), then \( F_{b_n}(x) \) approaches a limit distribution if and only if \( \lim_{n \to \infty} \{ \log_2 b_n \} \) exists, where \( \{x\} \) is the fractional part of \( x \). In this case let \( b = \lim \{ \log_2 b_n \} \). Then \( F_b(x) \) has
a limit $F(x, b)$ with characteristic function $g(t, b)$, where

$$
\log g(t, b) = -it \log_2 |t| - \frac{\pi |t|}{2 \log 2}
- \frac{it}{\log 2} \sum_{k = -\infty}^{\infty} \Gamma \left(-1 + \frac{2 \pi i k}{\log 2}\right) e^{-\text{sign}(t) \pi^2 k / \log 2} e^{-2 \pi i k (\log_2 |t| - b)}.
$$

Remarks. Stirling's asymptotic formula for $\Gamma(z)$, see (2) below, shows that the $k$th term of the above series is $O(k^{-3/2})$, so the series converges absolutely.

The fact that $F_{b_n}(x)$ has a limit if and only if $\{\log_2 b_n\}$ converges was shown in [1] using methods of probability theory. A preliminary result was also proved in [8].

Theorem 1 shows that when the limit exists, the first two terms of the limiting distribution are the same as the limiting distribution of continued fraction digits.

The function multiplying $t$ in the last summand is a continuous, nowhere differentiable function which is periodic in $\log_2 t$ and so "self-similar" in $t$. It is reminiscent of a function of Delange [2] and the proof below is similar to a proof of Delange's result given in [4].

**Proof of Theorem 1**

To study the distribution of the error in the St. Petersburg game one analyzes the characteristic function of the distribution after $n$ steps. This is given by

$$
g_n(t) = \text{expectation} \{\exp [it (S_n/n - \log_2 n)]\}
= e^{-it \log_2 n} \sum_{1 \leq k_1, \ldots, k_n < \infty} \frac{\exp[it(2k_1 + \cdots + 2k_n)/n]}{2^{k_1 + \cdots + k_n}}
= e^{-it \log_2 n} \left(\sum_{k=1}^{\infty} \frac{e^{it2^k/n}}{2^k}\right)^n.
$$

There is a limiting distribution if and only if $\lim_{n \to \infty} g_n(t)$ exists for each $t$ and is continuous at $t = 0$. In the case at hand, one takes logarithms which reduces the problem to evaluating

$$
\lim_{n \to \infty} n \log \left(\sum_{k=1}^{\infty} \frac{e^{it2^k/n}}{2^k}\right) - it \log_2 n.
$$

One must therefore understand the asymptotic behavior of

$$
p(x) = \sum_{k=1}^{\infty} \frac{e^{ix2^k}}{2^k}
$$

as $x \to 0$ and this is given by
Proposition 1. \( p(x) \) has the asymptotic series

\[
p(x) = 1 - ix \log_2 |x| - \frac{\pi |x|}{2 \log 2} - \frac{ix}{\log 2} \sum_{k=-\infty}^{\infty} \frac{2\pi i k}{\log 2} e^{-\text{sign}(x) \pi^2 k / \log 2} e^{-2\pi i k \log_2 |x|} + O(x^{N+1}), \quad \text{as } x \to 0.
\]

Proof of Proposition 1. The proof uses the Mellin transform

\[
f^*(s) = \int_0^\infty f(x)x^{s-1} dx.
\]

For example,

\[
\Gamma(s) = \int_0^\infty e^{-x} x^{s-1} dx.
\]

The inversion formula is

\[
f(x) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} f^*(s)x^{-s} ds,
\]

where the integral fails to converge. Instead, one uses

Proposition 2.

\[
e^{ix} - 1 = \frac{1}{2\pi i} \int_{-3/4-i\infty}^{-3/4+i\infty} \Gamma(s)e^{iax} x^{-s} ds.
\]

Proof of Proposition 2. The first thing to note is that the integral converges absolutely due to Stirling's formula

\[
\log \Gamma(s) = \left( s - \frac{1}{2} \right) \log s - s + \frac{1}{2} \log 2\pi + O(|s|^{-1}),
\]

for \(-\pi + \delta < \arg s < \pi - \delta\), implying that

\[
\Gamma(s) = O(|t|^\sigma - 1/2 e^{-\pi |t|/2}), \quad \sigma_1 \leq \sigma \leq \sigma_0, \quad \sigma_0, \sigma_1 \text{ fixed},
\]

with the usual convention that \( s = \sigma + it \). The identity (1) is checked by moving the line of integration to the left and picking up residues. What this
means is that the integral

\[ I(T, N) = \frac{1}{2\pi i} \int_{C(T, N)} \Gamma(s)e^{i\pi s/2}x^{-s} \, ds \]

is considered, where \( C(T, N) \) is the counterclockwise rectangular path of integration consisting of the four line segments

\[
C_1 = \{-\frac{3}{4} + it, -T \leq t \leq T\}, \quad C_2 = \{\sigma + iT, -N - \frac{3}{4} \leq \sigma \leq -\frac{3}{4}\},
\]

\[
C_3 = \{-N - \frac{3}{4} + it, -T \leq t \leq T\}, \quad C_4 = \{\sigma - iT, -N - \frac{3}{4} \leq \sigma \leq -\frac{3}{4}\}.
\]

By the above remark, the integral on \( C_1 \) converges absolutely to the right-hand side of (1).

To bound the remaining three integrals, recall the recursion formula

\[ \Gamma(s + 1) = s \Gamma(s) \]

which gives

\[ |\Gamma(s - k)| \leq \frac{2^k |\Gamma(s)|}{k!}, \quad \text{for } -1 - \frac{3}{4} \leq \sigma \leq -\frac{3}{4}, \quad s \neq -1. \]

Thus, the integral along \( C_2 \) is bounded using

\[
I_{C_2} = \sum_{k=1}^{N} \int_{-k-3/4}^{-(k+1)-3/4} \Gamma(\sigma + iT)e^{i\pi(\sigma+iT)/2}x^{-(\sigma+iT)} \, d\sigma
\]

\[
\leq \sum_{k=1}^{N} \frac{2^k}{k!} \int_{-3/4}^{-1-3/4} |\Gamma(\sigma + iT)e^{i\pi(\sigma+iT)/2}x^{-(\sigma+iT)}| \, d\sigma
\]

\[ = o(1), \quad \text{as } T \to \infty, \text{ independent of } N, \]

since the bound of (2) shows that the integral goes to zero as \( T \to \infty \).

The exact same argument applies to show that \( I_{C_4} \to 0 \) as \( T \to \infty \), and a similar argument applies to the integral on \( C_3 \) showing that it is \( O(2^N/N!) \), independent of \( T \).

Combining these estimates shows that \( \lim_{T,N \to \infty} I(T, N) \) converges to the right-hand side of (1). On the other hand, Cauchy's formula can be used to evaluate the contour integral \( I(T, N) \). Since \( \Gamma(s) \) has poles at \( n = -1, -2, \ldots \), with residues \( (-1)^n/n! \), this gives

\[ I(T, N) = \sum_{n=1}^{N} (-1)^n e^{-i\pi n/2}x^n = \sum_{n=1}^{N} \frac{(ix)^n}{n!}, \]

which converges to the left side of (1) as \( N \to \infty \). \( \square \)

Continuing the proof of Proposition 1, note that the integral formula (1) gives

\[ \frac{e^{i\alpha x} - 1}{\alpha} = \frac{1}{2\pi i} \int_{-\infty}^{-3/4 - i\infty} \Gamma(s)e^{i\pi s/2}x^{-s-1} \, ds \]
and summing over \( \alpha = 2^k, \ k = 1, 2, \ldots \), gives

\[
p(x) = 1 + \frac{1}{2\pi i} \int_{-3/4-i\infty}^{-3/4+i\infty} \frac{\Gamma(s) e^{i\pi s/2} x^{-s}}{2^{s+1} - 1} \, ds.
\]

Exactly as in the proof of (1), this integral can be moved over to the left of \( \text{Re}(s) = -1 \) and the difference will be given by the residues of the integrand at its poles, i.e., at

\[
s = -1, \quad s = -1 + \frac{2\pi ik}{\log 2}, \quad k = \pm 1, \pm 2, \ldots,
\]

and

\[
s = -n, \quad n = 2, 3, \ldots.
\]

At \( s = -1 \) one has

\[
\Gamma(s) = \frac{-1}{s+1} + O(1),
\]

\[
e^{i\pi s/2} = e^{-\pi i/2} \left( 1 + \frac{i\pi(s+1)}{2} + O((s+1)^2) \right),
\]

\[
x^{-s} = x(1 - (s + 1) \log_2 x + O((s + 1)^2)),
\]

\[
\frac{1}{2^{s+1} - 1} = \frac{1}{\log 2 (s + 1) + O((s + 1)^2)},
\]

so the residue is

\[
-ix \log_2 x - \frac{\pi x}{2\log 2}.
\]

The residues at \(-1 + 2\pi ik/\log 2\) are

\[
\frac{ix \Gamma(-1 + 2\pi ik/\log 2)}{\log 2} e^{-\pi^2 k/\log 2} e^{-2\pi ik \log_2 x}.
\]

The residues at \(-n, n = 2, 3, \ldots\), are

\[
\frac{(-1)^n (-i)^n x^n}{n! 2^{1-n} - 1}.
\]

This gives the asymptotic formula

\[
p(x) = 1 - ix \log_2 x - \frac{\pi x}{2\log 2}
\]

\[
\quad + \sum_{k=1}^{\infty} \left. \frac{\Gamma(-1 + \frac{2\pi ik}{\log 2}) e^{-\pi^2 k/\log 2} e^{-2\pi ik \log_2 x}}{2^{1-n} - 1} \frac{i^n x^n}{n!} \right|_{n=2}^{N} + O(x^{N+1})
\]

for \( x > 0 \).
If \( x < 0 \), then one has a corresponding integral formula

\[
e^{ix} - 1 = \frac{1}{2\pi i} \int_{-\frac{3}{4} - i\infty}^{\frac{3}{4} + i\infty} \Gamma(s) e^{-ixs/2} (-x)^{-s} \, ds,
\]

which combined with (3) proves Proposition 1. □

**Proof of Theorem 1.** Substituting the asymptotic formula for \( p(x) \) into the formula for \( g_n(t) \) and using the fact that

\[
\log(1 + x) = x + O(x^2)
\]

for small \( x \), gives

\[
g_n(t) = n \log p(t/n) - it \log n
\]

\[
= -it \log_2 |t| - \frac{\pi |t|}{2\log 2}
\]

\[
- \frac{it}{\log 2} \sum_{k=-\infty}^{\infty} \frac{1}{\log 2} \Gamma \left( -1 + \frac{2\pi ik}{\log 2} \right) e^{-\text{sign}(t)\pi^2 k/\log 2} e^{-2\pi ik(\log_2 |t| - \log_2 n)} + o(1)
\]

where the \( o(1) \) term depends on \( t \). It follows from the fact that equal functions have the same Fourier coefficients that \( g_{b_n}(t) \) approaches a limit as \( n \to \infty \) if and only if \( e^{2\pi i \log_2 b_n} \) approaches a limit, i.e., exactly when \( \{\log_2 b_n\} \) converges. In this case let \( b = \lim \{\log_2 b_n\} \); then for any fixed \( t \)

\[
\lim_{n \to \infty} g_{b_n}(t) = -it \log_2 |t| - \frac{\pi |t|}{2\log 2}
\]

\[
- \frac{it}{\log 2} \sum_{k=-\infty}^{\infty} \frac{1}{\log 2} \Gamma \left( -1 + \frac{2\pi ik}{\log 2} \right) e^{-\text{sign}(t)\pi^2 k/\log 2} e^{-2\pi ik(\log_2 |t|-\log_2 n)}
\]

completing the proof of Theorem 1. □
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