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ABSTRACT. Let $X$ be a uniquely arcwise-connected continuum and $f: X \to X$ a map which is arc-preserving (i.e., the image of each arc is an arc or a point). We prove that $f$ has a fixed point.

1. Introduction

A continuum $X$ is said to be uniquely arcwise-connected, abbreviated uac, if given any $x, y \in X$, $x \neq y$, there is a unique arc in $X$, denoted $[x, y]$, whose endpoints are $x$ and $y$. In general these spaces do not have the fixed point property (see [10]), even for monotone and/or open mappings (see [6]). However, planar uac continua have the fixed point property (see [2]) and all uac continua have the fixed point property for homeomorphisms (see [5]). All of the examples in [6] and [10] make use of a common device for producing fixed point free mappings: an arc in the space is mapped over a triod, two legs of which form the arc, and the third leg of which is stretched off to infinity by the given mapping, allowing the “rabbit” to escape.

In section 4 of this paper we show that something like the above is generic for fixed point free mappings of uac continua. Namely, if a self-mapping $f$ of a uac continuum is arc-preserving (i.e., $f(A)$ is an arc or a point for every arc $A$ in the domain of $f$, implying that arcs cannot map over triods), then $f$ must have a fixed point. This result (Theorem 17 below) generalizes the main theorem of [5] and also a theorem attributed to Bellamy (see Corollary 18 below). The proof is based on the proof in [5] and makes use of measure-theoretic techniques. In section 3 below we describe a general setting in which measure techniques can be used to prove fixed point theorems. (See Theorem 10 and the remark following.) In section 2 we prove a lemma (Lemma 4) fundamental to the proof of our fixed point theorem and which yields as a corollary a fixed point theorem for arc-preserving mappings of dendroids over themselves (Theorem 6). We begin with some preliminary definitions and two key lemmas. In what follows, all mappings will be assumed to be continuous.

Definition 1. A simple triod is a union of three arcs (i.e. homeomorphic images of the unit interval $[0, 1]$ of real numbers) which meet only in a point $v$, which
is an endpoint of all three arcs. The arcs are called the legs of the triod, and
v is called its vertex. The endpoints of the legs of the triod which are opposite
the vertex will be called the endpoints of the triod. It is straightforward to show
that if X is a uac continuum and x, y and z are points of X which do not lie
together on an arc, then there is a unique simple triod in X, whose endpoints
are x, y and z. This triod will be denoted T(x, y, z).

The proofs of the following two lemmas are a good warmup for reading the
rest of the paper.

**Lemma 2 (the triod lemma).** Let X and Y be uac continua and f: X → Y an
arc-preserving mapping. If T c X is a simple triod with vertex v and f(T) is
not an arc, then f(T) is a simple triod with vertex f(v).

**Lemma 3 (the arc lemma).** Let X and Y be uac continua with X ⊆ Y, and let
f: X → Y be a fixed point free arc-preserving mapping. Let I₀ ⊆ X and I₁ ⊆ Y
be arcs such that I₀ ∪ f(I₀) ⊆ I₁. Let < be one of the two natural orders on I₁.
Suppose that for some z₀ ∈ I₀, z₀ < f(z₀). Then z < f(z) for all z ∈ I₀.

2. A FIXED POINT THEOREM FOR DENDROIDS

**Lemma 4.** Let X and Y be uac continua and f: X → Y a fixed point free arc-
preserving mapping such that X ⊆ f(X) ⊆ Y. Then there is a “reverse sequence”
of points ..., x₋₂, x₋₁, x₀ in X such that for all i = ..., -2, -1,
(i) f(xᵢ) = xᵢ₊₁ and
(ii) xᵢ ∈ [xᵢ₋₁, xᵢ₊₁].

**Proof.** Let z be a point in X such that f(z), f²(z) and f³(z) are all defined
and all lie in X.

**Claim 1.** There is an x ∈ X such that f(x) ∈ X and f(x) ∈ [x, f²(x)].

**Proof of Claim 1.** Suppose first that z, f(z) and f²(z) lie together on an arc. If
f(z) ∈ [z, f²(z)], we are done. If z ∈ [f(z), f²(z)], the arc lemma is violated
where I₀ = [z, f(z)] and I₁ = f([z, f(z)]). So suppose f²(z) ∈ [z, f(z)].
Applying the arc lemma again with I₀ = [f²(z), f(z)] and I₁ = f([z, f(z)]),
we conclude that f³(z) has the same order relation to f²(z) that f²(z) has
to f(z), i.e. f³(z) ∈ [f(z), f³(z)]. So we may take x = f(z).

Finally, suppose that z, f(z) and f²(z) are the endpoints of a triod in X
with vertex v. Taking I₀ = [v, f(z)] and I₁ = f([z, f(z)]), the arc lemma implies
that f must map v “in the direction of f²(z)” in the arc I₁. (Consider the behavior of f at f(z).) Moreover, since v ∈ f([z, f(z)]), there must be
v' ∈ [z, f(z)] such that f(v') = v. It follows that we can take x = v',
completing the proof of the claim.

**Claim 2.** Let x be as in Claim 1, and suppose that for some n, f(x)f²(x), ..., fⁿ(x) are all elements of X. Then for all i = 1, 2, ..., n,

\[ fᵢ(x) ∈ [fᵢ₋₁(x), fᵢ₊₁(x)]. \]

**Proof of Claim 2.** This follows by applying the arc lemma inductively with
I₀ = [fᵢ₋₁(x), fᵢ(x)], I₁ = f([fᵢ₋₂(x), fᵢ(x)]) and z₀ = fᵢ₋₁(x), starting
with i = 2.
We now make our first attempt to define the reverse sequence \( \ldots, x_{-2}, x_{-1}, x_0 \) by taking \( x_0 = f(x) \) and \( x_{-1} = x \) where \( x \) is as in Claim 1. If we are able to keep choosing \( x_{-(i+1)} \)'s such that \( f(x_{-(i+1)}) = x_{-i} \) and \( x_{-i} \in [x_{-(i+1)}, x_{-(i+1)}] \), then we are done. If this process breaks down at some point, \( x_0 \) will have to be redefined. Without loss of generality, we may assume that we are unable to choose \( x_{-2} \), i.e., there is no \( x' \in X \) such that \( f(x') = x \) and \( x \in [x', f(x)] \).

Let \( x \) be as in Claim 1, and let \( x' \) be any preimage of \( x \). Then (a) \( x \notin [x', f(x)] \). Also (b) there must be a natural number \( n \) such that \( f^k(x), f^2(x), \ldots, f^{n-1}(x) \) are all elements of \( X \) and \( f^n(x) \notin [x', x] \). If this were not the case, then successive applications of Claim 2, starting with \( n = 1 \), would force \( f^{n+1}(x) \) to be defined for every \( n \) and the \( f^n(x) \)'s would converge to a fixed point for \( f \) in the arc \( [x', x] \). So let \( n \geq 1 \) be chosen so that \( f^{n-1}(x) \in [x', x] \) and \( f^n(x) \notin [x', x] \). A straightforward application of the arc lemma shows that (c) \( x' \notin [x, f^n(x)] \). Then (a), (b) and (c) together imply that \( x', x \) and \( f^n(x) \) do not lie together on an arc. So they must be the endpoints of the triod \( T(x', x, f^n(x)) \) in \( Y \).

Consider the location of the vertex \( v \) of \( T(x', x, f^n(x)) \): either \( v \in [x, f(x)] \) or \( f(x) \notin [x, v] \).

**Case 1.** \( v \in [x, f(x)] \) and \( v \neq f(x) \). Then \( x', x \) and \( f(x) \) are the endpoints of a triod with vertex \( v \). Let \( x'' \) be any preimage of \( x' \) under \( f \). Then \( x'', x' \) and \( x \) cannot lie together on an arc, for such an arc would map over the triod \( T(x', x, f(x)) \). Let \( v' \) be the vertex of the triod \( T(x'', x', x) \). Then by the triod lemma \( f(v') = v \). If \( v' \in [v, f(x)] \), then \( v' = v \) and \( v \) is a fixed point for \( f \). So either \( v'' \in [x'', v] \) or \( v'' \in [x, v] \). However, the latter possibility contradicts the arc lemma: take \( I_0 = [x', v'] \), \( I_1 = f([x', x'']) \) and consider the behavior of \( f \) at \( x' \) and \( v' \). So \( v' \in [x', v] \). Next let \( x''' = \) any preimage of \( x'' \). An argument similar to the foregoing will show that \( x''', x'' \) and \( x' \) are the endpoints of a triod with vertex \( v''' \), such that \( v''' \in [x'', v'] \) and \( f(v''') = v'' \). Moreover, it is straightforward to check that \( v'' \in [v'', v] \). Let \( x_0 = v \), \( x_{-1} = v' \) and \( x_{-2} = v'' \). Continuing inductively in the above manner, we may choose the desired \( x_{-i}, i = 0, 1, 2, \ldots \).

**Case 2.** \( f(x) \in [x, v] \). Let \( k \leq n - 1 \) be such that \( f^k(x) \in [x, v] \) and \( f^{k+1}(x) \notin [x, v] \). (Note that by Claim 2 \( f^{k+1}(x) \in [v, f^n(x)] \).) Applying the arc lemma with \( I_0 = [f^k(x), v], I_1 = f([f^k(x), x']) \) and \( z_0 = f^k(x) \), we see that \( f \) maps \( v \) "away from \( x' \)" in the arc \( f([f^k(x), x']) \supset [f^{k+1}(x), x] \). Therefore \( x', x \) and \( f(v) \) are the endpoints of a triod with vertex \( v \). Let \( x'' \) be any preimage of \( x' \) under \( f \). Then \( x'', x' \) and \( x \) cannot lie together on an arc, for such an arc would map over the triod \( T(x', x, f(v)) \). Let \( v' \) be the vertex of the triod \( T(x'', x', x) \). The rest of the proof is as in Case 1.

**Definition 5.** A **dendroid** is a uac continuum \( D \) with the additional property that given any \( x, y \in D \), \( [x, y] \) is the unique subcontinuum of \( D \) irreducible with respect to containing both \( x \) and \( y \).

**Theorem 6.** Let \( D \) be a dendroid, \( Y \) a uac continuum and \( f : D \to Y \) an arc-preserving mapping such that \( D \subset f(D) \subset Y \). Then \( f \) has a fixed point.

**Proof.** It is straightforward to show \( D \) has the following property (see e.g. [1]):

(*) Let \( I_1 \subset I_2 \subset \cdots \) be a nested sequence of arcs in \( D \). Then there is an arc \( A \) in \( D \) such that \( \bigcup_{n=1}^{\infty} I_n \subset A \).
Let \( \cdots, x_{-2}, x_{-1}, x_0 \) be a reverse sequence as in Lemma 4, and for each \( n \) let \( I_n = [x_{-n}, x_0] \). Let \( A \) be as in (\( * \)). Then it is straightforward to show that \( x = \lim_{n \to \infty} x_{-n} \) is a fixed point for \( f \).

**Remarks.** Theorem 6 was proved earlier for finite trees by Fugate and Eberhart (unpublished). Note that the proof of Theorem 6 requires only that \( D \) be uac and satisfy \( (\ast) \). It is known (see [4]) that such continua need not be dendroids. So Theorem 6 can be generalized slightly.

**Question.** Does Theorem 6 hold if \( D \) is a uac continuum?

### 3. Measure and fixed points

The following theorem has been attributed to Krylov and Bogolioubov (see [8], p. 152 for the attribution and proof):

**Theorem 7.** Let \( X \) be a compact metric space and \( f : X \to X \) a continuous function. Then there is a non-negative complete regular Borel measure \( \mu \) on \( X \) such that \( \mu(X) = 1 \) and for every \( \mu \)-measurable subset \( A \) of \( X \), \( \mu(A) = \mu(f^{-1}(A)) \).

**Definition 8.** A subset \( A \) of a complete separable metric space is said to be analytic if \( A \) is the continuous image of a Borel subset of some complete separable metric space.

**Lemma 9.** Let \( X \) be a compact metric space, \( f : X \to X \) a continuous function, \( A \) an analytic subset of \( X \) and \( \mu \) a measure on \( X \) as in Theorem 7. Then for every integer \( n \), \( f^n(A) \) is \( \mu \)-measurable and \( \mu(A) \leq \mu(f^n(A)) \).

**Proof.** It is well known that each of the sets \( f^n(A) \) is analytic and therefore \( \mu \)-measurable.\(^1\) If \( n \) is negative, then by Theorem 7, \( \mu(A) = \mu(f^n(A)) \). For \( n \) non-negative, we have \( A \subset f^{-n}(f^n(A)) \). Therefore, \( \mu(A) \leq \mu(f^{-n}(f^n(A))) = \mu(f^n(A)) \). \( \square \)

**Theorem 10.** Let \( X \) be a compact metric space and \( f : X \to X \) a continuous function. Then \( X \) does not admit a covering by a countable family of analytic sets \( A_i, i = 1, 2, 3, \ldots \), such that for each \( i \), there is an infinite set \( Z_i \) of integers with the property that the family \( \{f^n(A_i) : n \in Z_i \} \) is disjoint.

**Proof.** Just suppose that \( X \) admitted such a covering. Let \( \mu \) be as in Theorem 7. Then, by Lemma 9, for each \( i = 1, 2, 3, \ldots \), and for each \( n \in Z_i \), \( f^n(A_i) \) is \( \mu \)-measurable and \( \mu(A_i) \leq \mu(f^n(A_i)) \). Thus for each \( i \),

\[
\sum_{n \in Z_i} \mu(A_i) \leq \sum_{n \in Z_i} \mu(f^n(A_i)) = \mu \left( \bigcup_{n \in Z_i} f^n(A_i) \right) \leq \mu(X) = 1.
\]

This clearly implies that \( \mu(A_i) = 0 \) for each \( i \). But this contradicts the fact that the \( A_i \)'s cover \( X \) and \( \mu(X) = 1 \).

**Remark.** In one version of the "dog and rabbit" fixed point argument, the dog and rabbit are a point and its iterates under the map \( f \). The dog corners the

\(^1\)The authors have been unable to find a good reference for these two results. A proof can be extracted from [3], §§38, 39. A key element in the proof is the fact that a set is analytic if and only if it can be realized from the closed subsets of \( X \) via operation \( \mathcal{A} \). It follows immediately that preimages of analytic sets are analytic.
rabbit to produce a fixed point, as in the proof of Theorem 6. Theorem 10 is something like a dog and rabbit setup. The dog and rabbit are a set \( A_i \) and its iterates. If the family \( \{f^n(A_i): n \in \mathbb{Z}\} \) is disjoint, then the rabbit has escaped. Theorem 10 is saying that you cannot cover a compactum with rabbits that always escape.

4. A FIXED POINT THEOREM FOR UAC CONTINUA

Throughout this section we will assume that \( X \) is a uac continuum and that \( f: X \to X \) is a fixed point free arc-preserving mapping. A contradiction will be derived, thus proving Theorem 17 below. By a standard argument, we may (and do) assume without loss of generality, that \( f \) is a surjection. Thus the hypotheses of Lemma 4 are satisfied. Let \( \ldots, x_{-2}, x_{-1}, x_0 \) be as in Lemma 4. Then every \( n = 1, 2, \ldots \) satisfies the hypotheses of Claim 2 of the proof of that result, with \( x = x_0 \). For each positive integer \( n \), let \( x_n = f^n(x) \). Then the set \( \bigcup_{n=-\infty}^{\infty} [x_n, x_{n+1}] \) is easily seen to be a "doubly infinite ray", i.e., a one-to-one continuous image of the set \( \mathbb{R} \) of all real numbers. We will denote the former set \( R \). The sets \( \bigcup_{n=0}^{\infty} [x_n, x_{n+1}] \) and \( \bigcup_{n=0}^{\infty} [x_{-n}, x_{-n-1}] \) will be denoted \( R^+ \) and \( R^- \) respectively. \( R \) inherits a natural order \( < \) from \( \mathbb{R} \).

Lemma 11. For every \( x \in R \)

(i) \( f(x) \in R \),

(ii) \( x < f(x) \), and

(iii) \( \lim_{n \to \infty} f^n(x) = \infty \) (i.e., for every integer \( m \), there is an integer \( n_0 \) such that \( f^n(x) > x_m \) for all \( n > n_0 \)).

Proof. (i) Let \( x \in R \) and suppose that \( f(x) \notin R \). Then there must be an \( n > 0 \) such that \( x_n \notin [x_0, f(x)] \). Otherwise \( R^+ \subset [x_0, f(x)] \) and the points \( x_n, n > 0 \), would converge to a fixed point for \( f \). By similar reasoning, there is an \( m < 0 \) such that \( x_m \notin [f(x), x_0] \). Since \( f(x) \notin R \), it follows that \( [x_0, f(x)] \cup [x_m, x_0] \cup [x_0, x_n] \) is a simple triod, indeed the triod \( T(x_m, f(x), x_n) \). By making \( m \) smaller and \( n \) larger if necessary, we may also assume that \( x \in [x_{m-1}, x_{n-1}] \). But then \( f \) maps the arc \( [x_{m-1}, x_{n-1}] \) over the triod \( T(x_m, f(x), x_n) \), a contradiction.

(ii) follows straightforwardly from the arc lemma, since \( x_n \leq x_{n+1} = f(x_n) \) for every integer \( n \).

(iii) follows straightforwardly from the fact that \( f \) is fixed point free.

The following lemma is proved by an argument similar to the preceding proof of (i) with \( x \) playing the role of \( f(x) \) above. The desired \( r(x) \) will be the vertex of the triod \( T(x_m, x, x_n) \).

Lemma 12. For each \( x \in X - R \), there is a unique point \( r(x) \in R \), such that \( [x, r(x)] \cap R = \{r(x)\} \).

Definition 13. Let \( x \in X \). If \( x \in X - R \), we define \( r(x) \) as in the previous lemma. If \( x \in R \), we set \( r(x) = x \). We will call \( r(x) \) the root of \( x \). For a set \( I \subset R \), we define \( A(I) \) to be \( \{x \in X: r(x) \in I\} \). \( A(I) \) is the union of all the arcs in \( X \) "hanging off" \( I \).

The proof of the following lemma is just like the proofs of Lemmas 2.6 and 2.8 in [5].

Lemma 14. If \( I \subset R \) is an arc, then \( A(I) \) is an analytic set.
Let \( < \) be the natural order on \( R \) used in Lemma 11. For \( x \in R \), we define \([x, \infty)\) to be \( \{ y \in R : x \leq y \} \).

**Lemma 15.** For every \( x \in X \), either \( r(f(x)) = f(r(x)) \) or \( f(x) \in [r(x), \infty) \).

**Proof.** If \( x \in R \), the result is immediate, so we may assume that \( x \in X - R \). First suppose that \( f(x) \in X - R \). Choose integers \( m \) and \( n \) such that \( x_{m+1} < \min\{r(x), r(f(x))\} \) and \( x_n > \max\{r(x), r(f(x))\} \). Then the triod \( T(x_m, x, x_n) \) with vertex \( r(x) \) maps over the triod \( T(x_{m+1}, f(x), x_{n+1}) \) with vertex \( r(f(x)) \). So by the triod lemma, \( f(r(x)) = r(f(x)) \).

Now suppose \( f(x) \in R \). Let \( x' \) be any preimage of \( x \) under \( f \). Then by Lemma 11(i), \( x' \in X - R \). By the previous paragraph, \( f(r(x')) = r(x) \).

By Lemma 11(ii) this implies that \( r(x') < r(x) \). Finally, consider the location of \( f(x) \in R \). If \( f(x) < r(x) \), then the arc \([x', x] \) maps over the triod \( T(f(x), x, f(r(x))) \). So we must have \( r(x) < f(x) \).

**Lemma 16.** Let \( n \) be an integer. Then there is a natural number \( m \) such that the family \( \{ f^{-km}(A([x_{n-1}, x_n])) : k = 1, 2, 3, \ldots \} \) is disjoint.

**Proof.** By Lemma 11 and a straightforward compactness argument, there is a natural number \( r \) such that \( f^r([x_{n-1}, x_{n+1}]) \subset [x_{n+1}, \infty) \). By Lemma 11(ii), it follows that \( f^r([x_{n-1}, \infty)) \subset [x_{n+1}, \infty) \). So by Lemma 15, \( f^s(A([x_{n-1}, x_{n+1}])) \subset [x_{n-1}, \infty) \cup A([x_{n+1}, \infty)) \). From this, it follows that \( f^{2r}(A([x_{n-1}, x_{n+1}])) \subset A([x_{n+1}, \infty)) \). Thus \( f^{2r}(A([x_{n-1}, x_{n+1}])) \cap A([x_{n-1}, x_{n+1}]) = \emptyset \). Indeed for all \( s \geq 2r \), \( f^s(A([x_{n-1}, x_{n+1}])) \cap A([x_{n-1}, x_{n+1}]) = \emptyset \). Taking \( m = 2r \), the lemma follows straightforwardly.

Clearly the sets \( A([x_{n-1}, x_{n+1}]) \) cover \( X \). So Lemmas 14 and 16 contradict Theorem 10. We have proved

**Theorem 17.** Let \( X \) be a uac continuum, and let \( f : X \to X \) be an arc-preserving (continuous) mapping. Then \( f \) has a fixed point.

The following result has been attributed to David Bellamy. It is a fixed point theorem for a special class of monotone mappings of uac continua. Recall (see Introduction) that not all monotone maps have fixed points.

**Corollary 18.** Let \( X \) be a uac continuum and \( f : X \to X \) a (continuous) mapping such that for every \( x \in X \), \( f^{-1}(x) \) is arcwise-connected. Then \( f \) has a fixed point.

**Proof.** It is not difficult to show that \( f \) is arc-preserving.

**Remarks.** Theorem 17 applies a fortiori to uac continua \( X \) with the additional property that if \( R \) is any ray in \( X \), then \( R \) limits onto a set in \( X \) with the fixed point property. In [9] this result is claimed for all continuous functions. However, a counterexample is given in [7]. So the result claimed in [9] is partly saved. It can proved without resort to the measure techniques required to prove Theorem 17. It is a straightforward corollary of Lemma 11.
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