REPRESENTATION OF CONTINUOUS FUNCTIONS AS SUMS OF GREEN FUNCTIONS
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Abstract. Let $K \subset \Omega \subseteq \mathbb{R}^n$, where $K$ is polar and compact and $\Omega$ is a domain with Green function $G_{\Omega}(\cdot, \cdot)$. We characterize those subsets $E$ of $\Omega \setminus K$ which have the following property: Every positive continuous function on $K$ can be written as $\sum k \lambda_k G_{\Omega}(x_k, \cdot)$, where $x_k \in E$ and $\lambda_k > 0$ for each $k$.

1. Introduction

Let $P(\cdot, \xi)$ denote the Poisson kernel for the unit disc $D$ with pole $\xi$ in $\partial D$. Hayman and Lyons [11] have characterized those subsets $E$ of $D$ for which every (strictly) positive continuous function $f$ on $\partial D$ can be represented as $f = \sum k \lambda_k P(z_k, \cdot)$, where $z_k \in E$ and $\lambda_k > 0$ for each $k$. The convergence here is uniform on $\partial D$, by Dini’s theorem. Related results and generalizations may be found in [2, 3, 7, 8, 9]. Hayman [10, §2.4] subsequently asked about the possibility of obtaining a similar representation for continuous functions defined on other compact sets. In this paper we provide a representation of this type for positive continuous functions defined on an arbitrary compact polar set $K$ in $\mathbb{R}^n$ ($n \geq 2$). Green functions, rather than Poisson kernels, are now the building blocks. In particular, when $n \geq 3$, the Newtonian kernels $|x - \cdot|^{2-n}$ may be used, where $|\cdot|$ denotes the Euclidean norm on $\mathbb{R}^n$. The restriction to polar sets may be circumvented by identifying functions on a given compact set $K$ with functions on $K \times \{0\}^2$, which is a polar set in $\mathbb{R}^{n+2}$.

A domain (nonempty connected open set) $\Omega$ in $\mathbb{R}^n$ is called Greenian if it possesses a Green function $G_{\Omega}(\cdot, \cdot)$. When $n \geq 3$ all domains are Greenian; when $n = 2$ a domain $\Omega$ is Greenian if and only if $\mathbb{R}^2 \setminus \Omega$ is not a polar set (Myrberg’s theorem). If $K$ is a compact set, then we denote by $C^+(K)$ the collection of all (strictly) positive continuous functions on $K$. We state below a special case of a result of Wallin [15] which shows that, if we wish to represent functions in $C^+(K)$ as a sum of the form $\sum k \lambda_k G_{\Omega}(x_k, \cdot)$, where $\lambda_k > 0$ for each $k$, then we should consider only polar compact sets $K$. A simple proof is given in §§3.2, 3.3 for the reader’s convenience.

Proposition 1. Let $K$ be a compact set in $\mathbb{R}^n$ and let $\Omega$ be a Greenian domain which contains $K$. The following are equivalent:
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(i) every member of \( C^+(K) \) has a positive superharmonic extension to \( \Omega \);
(ii) \( K \) is polar.

If \( K \) is a compact set, then we define \( d_K(x) = \inf\{|x - y| : y \in K\} \) for each \( x \in \mathbb{R}^n \). Given any subset \( E \) of \( \mathbb{R}^n \setminus K \) and any positive number \( \rho \), we define
\[
E_\rho = \bigcup_{x \in E} B(x, \rho d_K(x)),
\]
where \( B(x, r) \) is the open ball of centre \( x \) and radius \( r \).
Our main theorem below involves the notion of thinness which is discussed briefly in \( \S 2 \).

**Theorem 1.** Let \( K \) be a polar compact set in \( \mathbb{R}^n \) with more than one point, let \( \Omega \) be a Greenian domain which contains \( K \), and let \( E \subseteq \Omega \setminus K \). The following are equivalent:

(a) for each \( f \) in \( C^+(K) \) there exist a sequence \( (x_k) \) of points in \( E \) and a sequence \( (\lambda_k) \) of positive numbers such that
\[
f(z) = \sum_k \lambda_k G_{\Omega}(x_k, \cdot) \quad \text{on} \quad K;
\]
(b) for each \( f \) in \( C^+(K) \) and each positive number \( \varepsilon \) there exist sequences \( (x_k) \) and \( (\lambda_k) \) as in (a) with the additional property that \( \varepsilon > d_K(x_k) \to 0 \);
(c) there exists \( \rho \) in \( (0, 1) \) such that \( E_\rho \) is nonthin at each point of \( K \).

Thus, in particular, Theorem 1 implicitly identifies those open subsets of \( \Omega \setminus K \) on which the positive superharmonic extensions of Proposition 1(i) can be arranged to be harmonic. Again we note that the convergence in (1) is uniform on \( K \). Clearly the implication “(a) \( \Rightarrow \) (c)” fails when \( K \) contains only one point. In connection with (c) we remark that, if \( z \) is an isolated point of \( K \) and \( 0 < \rho < 1 \), then \( E_\rho \) is nonthin at \( z \) if and only if \( z \in \overline{E} \). This follows easily from Wiener's criterion.

If we impose certain geometric constraints on \( K \), then the nonthinness condition in Theorem 1 can be replaced by a purely metric condition, as the following result shows.

**Corollary 1.** Let \( 1 \leq m \leq n - 3 \), let \( K \) be a compact \( m \)-dimensional Lipschitz manifold in \( \mathbb{R}^n \), and let \( E \subseteq \mathbb{R}^n \setminus K \). The following are equivalent:

(a) for each \( f \) in \( C^+(K) \) there exist a sequence \( (x_k) \) of points in \( E \) and a sequence \( (\lambda_k) \) of positive numbers such that
\[
f(z) = \sum_k \lambda_k |x_k - z|^{2-n} \quad (z \in K);
\]
(b) there exists \( \rho \) in \( (0, 1) \) such that
\[
\int_{\{x \in E_\rho : d_K(x) < 1\}} d_K(x)^{-2}|x - z|^{2-n} \, dx = +\infty \quad (z \in K).
\]

Theorem 1 is proved in \( \S 4 \). In \( \S 5 \) we observe that Corollary 1 follows easily from Theorem 1 and work of Aikawa [1] concerning quasiadditivity properties of capacity.

2. Reduced functions and thin sets

Let \( \Omega \) be a Greenian domain. If \( u \) is a nonnegative superharmonic function on \( \Omega \) and \( A \subseteq \Omega \), then the reduced function of \( u \) relative to \( A \) in \( \Omega \) is defined by
\[
R_A^u(x) = \inf\{v(x) : v \text{ is superharmonic on } \Omega, \quad v \geq 0 \text{ on } \Omega, v \geq u \text{ on } A\} \quad (x \in \Omega).
\]

Its lower semicontinuous regularization \( R_A^u \) is superharmonic on \( \Omega \). Clearly \( 0 \leq
Let $\tilde{R}^A_u$. If $u$ is a potential on $\Omega$, or if $A$ is relatively compact in $\Omega$, then $\tilde{R}^A_u$ is a potential on $\Omega$. We shall use the fact that, if $(A(k))$ is an increasing sequence of subsets of $\Omega$ with union $A$, then $\tilde{R}^A_u \uparrow \tilde{R}^A_u$ (see [6, 1.VI.3(c)]).

The fine topology is the coarsest topology on $\mathbb{R}^n$ which makes continuous every superharmonic function on $\mathbb{R}^n$. It is strictly finer than the Euclidean topology. A set $A$ in $\mathbb{R}^n$ is said to be thin at a point $x$ if $x$ is not a fine limit point of $A$. A polar set is thin everywhere. We will make use of the following characterization of thin sets (see [6, 1.XI] for this and other material concerning the fine topology).

**Theorem A.** Let $\Omega$ be a Greenian domain, let $x \in \Omega$, and let $A \subseteq \Omega$. The following are equivalent:

(a) $A$ is thin at $x$;
(b) $\tilde{R}^{A,(x,)} \neq G_{\Omega}(x,)$;
(c) the Riesz measure associated with the potential $\tilde{R}^{A,(x,)}$ does not charge $\{x\}$.

### 3. Proof of Proposition 1

3.1. We begin with an elementary lemma which is a variant of [3, Lemma 11] and [11, Theorem 1]. It is formulated with more than one application in mind.

**Lemma 1.** Let $K$ be a compact Hausdorff space and let $(\mathcal{F}_m)$ be a decreasing sequence of subsets of $C^+(K)$. Suppose that, for each $f$ in $C^+(K)$, each positive number $\varepsilon$, and each $m$ in $\mathbb{N}$, there exist functions $g_1, g_2, \ldots, g_l$ in $\mathcal{F}_m$ and positive numbers $\lambda_1, \lambda_2, \ldots, \lambda_l$ such that

$$|f - \sum_{k=1}^l \lambda_k g_k| < \varepsilon \quad \text{on } K.$$  

Then, for each $f$ in $C^+(K)$ and each $i$ in $\mathbb{N}$, there exist a sequence $(g_k)$ in $\mathcal{F}_i$ and a sequence $(\lambda_k)$ of positive numbers such that

$$f = \sum_{k=1}^{\infty} \lambda_k g_k$$

and such that each $\mathcal{F}_m$ contains all but finitely many of the functions $g_k$.

To see this, let $f \in C^+(K)$ and $i \in \mathbb{N}$. We define $f_0 = a f$, where $a$ is a number chosen large enough to ensure that $f_0 > 1$ on $K$, and proceed inductively as follows. Given $f_j$, where $j \geq 0$, there exist functions $g_{j,1}, g_{j,2}, \ldots, g_{j,l(j)}$ in $\mathcal{F}_{i+j}$ and positive numbers $\lambda_{j,1}, \lambda_{j,2}, \ldots, \lambda_{j,l(j)}$ such that

$$|(f_{j+1} - 2^{-j}) - u_j| < 2^{-j-1},$$

where

$$u_j = \sum_{k=1}^{l(j)} \lambda_{j,k} g_{j,k},$$

and we define $f_{j+1} = f_j - u_j$. Clearly $f_j \to 0$. Thus, if we define

$$u = a^{-1} \sum_{j=0}^{\infty} u_j = a^{-1} \sum_{j=0}^{\infty} \sum_{k=1}^{l(j)} \lambda_{j,k} g_{j,k},$$

we see that $u = a^{-1} f_0 = f$, and the lemma is proved.
3.2. To prove that (ii) implies (i) in Proposition 1, suppose that (ii) holds, let \( f \in C^0(K) \) and \( 0 < \varepsilon < \inf_K f \). Since \( K \) is polar, \( \mathbb{R}^n \setminus K \) is nonthin at each point of \( K \). It follows from a classical approximation theorem (see [12] or [4] or [5]) that there is a harmonic function \( h \) on a neighbourhood \( W \) of \( K \) such that \( |h - f| < \varepsilon \) on \( K \). Since \( h > 0 \) on \( K \), we can choose a bounded open set \( V \) such that \( K \subset V, V \subset \Omega \cap W \), and \( h > 0 \) on \( V \). Since \( K \) is polar, there is a potential \( v \) on \( \Omega \) such that \( v = +\infty \) on \( K \). Further, it can be arranged that \( v \) is harmonic on \( \Omega \setminus K \) (see, for example, [13, p. 181]). We now choose a positive number \( a \) small enough so that \( av < h \) on \( \partial V \) and define

\[
w(x) = \begin{cases} \min\{av(x), h(x)\} & (x \in V), \\ av(x) & (x \in \Omega \setminus V). \end{cases}
\]

Clearly \( w \) is positive and superharmonic on \( \Omega \), and \( w = h \) on \( K \), so \( |w - f| < \varepsilon \) on \( K \). It now follows from Lemma 1 (with \( F_w \) equal to the class of positive superharmonic functions on \( \Omega \) which are continuous on \( K \), for each \( m \)) that \( f \) can be written as \( \sum_k w_k \), where each \( w_k \) is a positive superharmonic function on \( \Omega \) and continuous on \( K \). If we define \( u = \sum_k w_k \), then \( u \) is a positive superharmonic extension of \( f \) to \( \Omega \). Hence (i) holds.

3.3. Conversely, suppose that \( K \) is nonpolar and let \( z_0 \in K \). Then there exists a positive number \( \eta \) such that the set \( K' = K \setminus B(z_0, \eta) \) is also nonpolar. Hence, if we define \( a = R^K \) (reduction relative to \( \Omega \)), we see that \( a > 0 \). Now let \( f \) be a positive continuous function on \( K \) valued 1 on \( K' \) and \( a/2 \) at \( z_0 \). If \( u \) is a positive superharmonic extension of \( f \) to \( \Omega \), then

\[ u(z_0) \geq \frac{\hat{R}^{K'}_a (z_0)}{\hat{R}^{K'}_a (z_0)} = \frac{\hat{R}^{K'}_a (z_0)}{\hat{R}^{K'}_a (z_0)} = a > f(z_0), \]

which yields a contradiction. Hence (i) implies (ii). This completes the proof of Proposition 1.

4. Proof of Theorem 1

4.1. In this section we will prove that (c) implies (b) in Theorem 1. First we assemble some preparatory material. We note from Harnack’s inequalities that, if \( h \) is a positive harmonic function on \( B(y, r) \) and \( 0 < \rho < 1 \), then

\[
\frac{1 - \rho^2}{(1 + \rho)^n} \leq \frac{h(x)}{h(y)} \leq \frac{1 - \rho^2}{(1 - \rho)^n} \quad (x \in B(y, \rho r)).
\]

Next we observe below that the value of \( \rho \) in condition (c) of Theorem 1 is irrelevant.

**Lemma 2.** Let \( z \in K \), let \( E \subseteq \mathbb{R}^n \setminus K \), and let \( \kappa \in (0, 1) \). If \( E_\kappa \) is thin at \( z \), then \( E_\kappa \) is thin at \( z \) for all \( \rho \in (0, 1) \).

In the proof of this lemma we may assume that \( d_K(x) \leq 1 \) for all \( x \in E \), since thinness is a local property. Let \( B \) be an open ball containing the set \( \{x : d_K(x) \leq 1\} \) and let \( l_n \) denote the volume of \( B(0, 1) \). Suppose that \( E_\kappa \) is thin at \( z \), and let \( u \) be the regularized reduced function of \( G_B(z, \cdot) \) relative to \( E_\kappa \) in \( B \). Then \( u = G_B(z, \cdot) \) on the open set \( E_\kappa \), but the Riesz measure associated with \( u \) does not charge \( \{z\} \), by Theorem A. If \( 0 < \rho < 1 \) and \( x \in E_\rho \), then there exists \( x_0 \)
in $E$ such that $x \in B(x_0, \rho d_K(x_0))$ and so the volume mean value inequality for superharmonic functions yields

$$u(x) \geq l_n^{-1}(\rho + \kappa)^{-n} \int_{B(x, (\rho + \kappa)d_K(x_0))} u(y) \, dy$$

$$\geq l_n^{-1}(\rho + \kappa)^{-n} \int_{B(x_0, \rho d_K(x_0))} u(y) \, dy$$

$$= (1 + \rho/\kappa)^{-n} G_B(z, x_0)$$

$$\geq \frac{(1 - \rho)^n}{1 - \rho^2} (1 + \rho/\kappa)^{-n} G_B(z, x) = c G_B(z, x), \quad \text{say}$$

(see (2)). Hence $u/c \geq G_B(z, \cdot)$ on $E_\rho$, and so

$$u/c \geq \hat{R}_{G_B(z, \cdot)}^E$$

on $B$.

Since the Riesz measure associated with $u$ does not charge $\{z\}$, it follows easily that the same is true of the Riesz measure associated with the above reduced function. Thus $E_\rho$ is thin at $z$, by Theorem A.

We will also need the result below which follows from a well-known elementary covering lemma (see, for example, [14, pp. 9, 10]).

**Lemma 3.** Let $K$ be a nonempty compact set and $F$ be a bounded subset of $\mathbb{R}^n \setminus K$. Then there is a countable subset $A = \{x_k : k \geq 1\}$ of $F$ such that the balls $B(x_k, d_K(x_k)/6) : k \geq 1$ are disjoint, and such that $\hat{F}_{1/6} \subseteq A_{5/6}$.

It will now be shown that (c) implies (b) in Theorem 1. Let $\Omega, K, E$ be as in the first sentence of the theorem and suppose that (c) holds. Let $m \in \mathbb{N}$ be large enough so that $B(z, 2/m) \subseteq \Omega$ for all $z$ in $K$, and let $F = \{x \in E : d_K(x) < 1/m\}$.

We choose a countable subset $A = \{x_k : k \geq 1\}$ of $F$ as in Lemma 3. It follows from condition (c) and Lemma 2 that, for any value of $\rho$ in $0, 1$, the sets $E_\rho, F_\rho$, and hence $A_\rho$, are nonthin at each point of $K$.

Let $f \in C^1(K)$ and $0 < \epsilon < 1$. We choose $\kappa$ in $(0, 1/6)$ small enough so that

$$1 - \epsilon)G_{\Omega}(x_k, z) \leq G_{\Omega}(x, z) \leq (1 + \epsilon)G_{\Omega}(x_k, z) \quad (z \in K, x \in \overline{B(x_k, \kappa d_K(x_k))}, k \geq 1)$$

(see (2)). It follows from Proposition 1 that there is a positive superharmonic function $u$ on $\Omega$ such that $u = f$ on $K$. Let $A(l) = \{x \in A : d_K(x) > l/4\}$ for each $l \in \mathbb{N}$. We take reductions relative to sets in $\Omega$ and observe that

$$\hat{R}^{A(l)}(z) \uparrow \hat{R}^{A(l)}_u(z) = u(z) = f(z) \quad (l \to \infty, z \in K)$$

by the nonthinness of $A_\kappa$ at each point $z$ in $K$. This convergence is uniform on $K$ by Dini’s theorem, so we can choose $l_0 \in \mathbb{N}$ such that

$$f(z) \geq (1 - \epsilon) G_{\Omega}(x_k, z) > (1 - \epsilon) f(z) \quad (z \in K).$$

The reduced function in (4) is the potential of a measure $\nu$ with support contained in $\bigcup_{k \in I} \overline{B(x_k, \kappa d_K(x_k))}$, where $I$ is some finite subset of $\mathbb{N}$. These balls are disjoint, since $\kappa < 1/6$. If we define $\nu_k = \nu(B(x_k, \kappa d_K(x_k)))$ for each $k \in I$, then it follows from (3) and (4) that

$$(1 - \epsilon)^{-1} f(z) \geq \sum_{k \in I} \nu_k G_{\Omega}(x_k, z) \geq (1 - \epsilon)(1 + \epsilon)^{-1} f(z) \quad (z \in K).$$
We have thus shown that, for any given value of \( m \), the function \( f \) may be uniformly approximated on \( K \) by positive linear combinations of the functions \( \{ G_{\Omega}(x, \cdot) : x \in E, d_K(x) < 1/m \} \). It now follows from Lemma 1 that (b) holds.

4.2. Clearly (b) implies (a), so it remains to prove that (a) implies (c). We again begin with a preparatory lemma. The support of a measure \( \mu \) will be denoted by \( \text{supp} \mu \). If \( \mu \) is a compact subset of a Greenian domain \( \Omega \), then we write \( G_{\Omega, \mu} \) for the potential \( \int G_{\Omega}(\cdot, y) d\mu(y) \).

**Lemma 4.** Let \( K \) be a compact set, let \( \Omega \) be a Greenian domain which contains \( K \), let \( z_0 \) be a limit point of \( K \), and let \( E \subseteq \Omega \setminus K \). The following are equivalent:

(i) there exists \( \rho \in (0, 1) \) such that \( E_\rho \) is thin at \( z_0 \);

(ii) there is a measure \( \nu \) on \( K \) such that \( \nu(\{ z_0 \}) = 0 \) and \( G_{\Omega, \nu} \geq G_{\Omega}(z_0, \cdot) \) on \( E \).

To see this, suppose that (ii) holds and let \( \rho \in (0, 1) \). We observe from (2) that there is a positive constant \( c \), depending on \( \rho \), such that \( cG_{\Omega, \nu} \geq G_{\Omega}(z_0, \cdot) \) on \( E_\rho \). Since \( \nu(\{ z_0 \}) = 0 \), \( E_\rho \) is thin at \( z_0 \).

Conversely, suppose that (i) holds. Let \( \rho > 0 \) be such that \( \Omega \) contains the set \( \{ x : d_K(x) < 6\rho \} \), let \( W = \{ x : 2d_K(x) < \rho \} \), and let \( F = E \cap W \). With this choice of \( F \), let \( A = \{ x_k : k \geq 1 \} \) be as in Lemma 3. Then \( A_{1/12} \) is thin at \( z_0 \), by Lemma 2. It follows that the Riesz measure \( \mu \) associated with the potential \( R_{A_{1/12}} \) does not charge \( \{ z_0 \} \). Clearly

\[
\text{supp} \mu \subseteq \left( \bigcup_k \partial B(x_k, d_K(x_k)/12) \right) \cup K.
\]

For each \( k \), where \( k \geq 1 \), we choose \( z_k \) in the set \( B(x_k, 2d_K(x_k)) \cap (K \setminus \{ z_0 \}) \), which is nonempty because \( z_0 \) is not an isolated point of \( K \). We now define the measure

\[
\nu = \mu|_K + \sum_k \mu(\partial B(x_k, d_K(x_k)/12)) \delta_{z_k},
\]

where \( \delta_x \) denotes the unit measure concentrated on \( \{ x \} \). Clearly \( \nu(\{ z_0 \}) = 0 \). Next we claim that there exists \( c \in (0, 1) \) such that

\[
(5) \quad G_{\Omega}(z_k, x_j) \geq cG_{\Omega}(x, x_j) \quad (x \in \partial B(x_k, d_K(x_k)/12); j \geq 1; k \geq 1).
\]

To see this, we note from Harnack’s inequalities that there is a positive constant \( c_1 \) such that

\[
(6) \quad G_{\Omega}(z_k, x_k) \geq c_1 G_{\Omega}(x, x_k) \quad (x \in \partial B(x_k, d_K(x_k)/12); k \geq 1).
\]

Similarly, there is a positive constant \( c_2 \) such that

\[
(7) \quad G_{\Omega}(z_k, y) \geq c_2 G_{\Omega}(x, y) \quad (x \in \partial B(x_k, d_K(x_k)/12); y \in \Omega \setminus B(x_k, 3d_K(x_k)); k \geq 1).
\]

If \( j \neq k \) and \( x_j \in B(x_k, 3d_K(x_k)) \), then \( x_j \notin B(x_k, d_K(x_k)/6) \) by our choice of \( A \). It follows from the minimum principle and Harnack’s inequalities that there is a positive constant \( c_3 \), independent of the particular values of \( j \) and \( k \), such that

\[
(8) \quad G_{\Omega}(z_k, x_j) \geq \inf_{\partial B(x_k, 4d_K(x_k))} G_{\Omega}(\cdot, x_j) \geq c_3 G_{\Omega}(x, x_j) \quad (x \in \partial B(x_k, d_K(x_k)/12)).
\]

If we combine (6), (7), and (8), we obtain (5) and hence

\[
G_{\Omega, \nu}(x_j) \geq cG_{\Omega}(z_0, x_j) = cG_{\Omega}(z_0, x_j) \quad (j \geq 1).
\]
It follows from (2) that there is a positive constant $c'$ such that $G_\Omega \nu \geq c' G_\Omega(0, \cdot)$ on $A_{5/6}$, which contains $F$. Harnack’s inequalities also show that the set
\[
\{G_\Omega(x_0, x)/G_\Omega(z, x) : x \in \Omega \setminus W \text{ and } z \in K\}
\]
is bounded, so $G_\Omega(\cdot)/G_\Omega(0, \cdot)$ has a positive lower bound on all of $E$. Thus, if we multiply $\nu$ by a suitable positive constant, we obtain (ii). This completes the proof of Lemma 4.

We will now show that (a) implies (c) in Theorem 1. Suppose that condition (a) holds and let $z_0 \in K$.

We deal first with the case where $z_0$ is an isolated point of $K$; that is, there is a positive number $\eta$ such that $B(z_0, \eta) \cap K = \{z_0\}$. Suppose that $z_0 \notin \overline{E}$. Since $K$ has more than one point, we can define
\[
a = \sup\{G_\Omega(x, z_0)/G_\Omega(x, z) : x \in E \text{ and } z \in K \setminus \{z_0\}\}.
\]
To see that $a$ is finite, let $W$ be a bounded open set such that $K \subset W$ and $\overline{W} \subset \Omega$. As before, it follows from Harnack’s inequalities that the set
\[
\{G_\Omega(x, z_0)/G_\Omega(x, z) : x \in \Omega \setminus W \text{ and } z \in K\}
\]
is bounded. Also, $G_\Omega(\cdot, z_0)$ is bounded above on $W \cap E$, since $z_0 \notin \overline{E}$, while $G_\Omega(\cdot, \cdot)$ has a positive lower bound on $(W \cap E) \times K$. Hence $a < +\infty$. We now define
\[
f(z) = \begin{cases} a + 1 & (z = z_0), \\ 1 & (z \in K \setminus \{z_0\}), \end{cases}
\]
whence $f \in C^+(K)$. However, if (1) holds, then
\[
f(z_0) = \sum_k \lambda_k G_\Omega(x_k, z_0) \leq a \sum_k \lambda_k G_\Omega(x_k, z)
\]
\[= a f(z) = a \quad (z \in K \setminus \{z_0\}),
\]
which yields a contradiction. Therefore $z_0 \in \overline{E}$. Since $z_0$ is an isolated point of $K$, it follows that $E_\rho$ is nonthin at $z_0$ for any $\rho$ in $(0, 1)$.

It remains to consider the case where $z_0$ is a limit point of $K$. Let $\rho \in (0, 1)$ and suppose that $E_\rho$ is thin at a point $z_0$ in $K$. It follows from Lemma 4 that there is a measure $\nu$ on $K$ such that $\nu(\{z_0\}) = 0$ and $G_\Omega \nu \geq G_\Omega(0, \cdot)$ on $E$. Let $x \in \Omega \setminus K$. Then $G_\Omega(x, \cdot) \in C^+(K)$ so, by hypothesis, there exist a sequence $(x_k)$ of points in $E$ and a sequence $(\lambda_k)$ of positive numbers such that
\[
G_\Omega(x, z) = \sum_k \lambda_k G_\Omega(x_k, z) \quad (z \in K).
\]
If we integrate with respect to $d\nu(z)$, we see by monotone convergence that
\[
G_\Omega F(x) = \sum_k \lambda_k G_\Omega F(x_k) \geq \sum_k \lambda_k G_\Omega(x_k, z_0) = G_\Omega(x, z_0).
\]
Thus $G_\Omega \nu \geq G_\Omega(z_0, \cdot)$ on all of $\Omega \setminus K$. Since $\nu(\{z_0\}) = 0$, we obtain the contradictory conclusion that $\Omega \setminus K$ (and hence also $\Omega$) is thin at $z_0$. Therefore $E_\rho$ is nonthin at $z_0$.

This completes the proof of Theorem 1.
5. Proof of Corollary 1

Let \( 1 \leq m \leq n - 3 \) and let \( K \) be a compact \( m \)-dimensional Lipschitz manifold in \( \mathbb{R}^n \). Further, let \( \{ Q_k : k \in \mathbb{N} \} \) be a Whitney cube decomposition (see, for example, [14, p. 16]) of \( \mathbb{R}^n \setminus K \), let \( F \) be a bounded set in \( \mathbb{R}^n \), and let

\[
\widetilde{F} = \bigcup_{\{ k : Q_k \cap F \neq \emptyset \}} Q_k.
\]

We record below special cases of two results of Aikawa; see [1, Corollaries 4 and 5] and the first paragraph on p. 16 of that paper.

**Theorem B.** Suppose that \( F \) is Borel measurable. If \( F \) is thin at a point \( z \) in \( K \), then

\[
\int_F d_K(x)^{-2} |x - z|^{2-n} \, dx < +\infty.
\]

**Theorem C.** Let \( z \in K \). The following are equivalent:

(a) \( \widetilde{F} \) is thin at \( z \);
(b) \( \int_F d_K(x)^{-2} |x - z|^{2-n} \, dx < +\infty \).

Let \( E \) be any subset of \( \mathbb{R}^n \setminus K \) and let \( F = \{ x \in E : d_K(x) < 1 \} \). An argument directly analogous to the proof of Lemma 2 shows that, if \( \widetilde{F} \) is thin at a point \( z \) of \( K \), then \( E_{\rho} \) is thin at \( z \) for every \( \rho \in (0, 1) \). Now suppose that there exists \( \rho \in (0, 1) \) such that \( E_{\rho} \) (and hence \( E_{\rho} \)) is nonthin at each point of \( K \). Then the same is true of \( \widetilde{F} \), and it follows easily from Theorem C that condition (b) of Corollary 1 holds (any value of \( \rho \) in \( (0, 1) \) will do). Conversely, if condition (b) of Corollary 1 holds, then \( E_{\rho} \cap \{ x : d_K(x) < 1 \} \) is nonthin at each point of \( K \), by Theorem B, and the same is therefore true of \( E_{\rho} \). It is now clear that Corollary 1 follows from Theorem 1.

Aikawa’s results do not cover the case where \( m = n - 2 \). We do not know what can be said in this case.
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