ORIENTATION-PRESERVING SELF-HOMEOMORPHISMS
OF THE SURFACE OF GENUS TWO
HAVE POINTS OF PERIOD AT MOST TWO
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Abstract. We show that for any orientation-preserving self-homeomorphism
\( \alpha \) of the double torus \( \Sigma \)
there exists a point \( p \) of \( \Sigma \) such that \( \alpha(\alpha(p)) = p \).
This answers a question raised by Jakob Nielsen in 1942.

1. Background

Throughout this article, \( R \) will denote a commutative ring, and \( g \) a positive integer. We shall write \( \Sigma \) to denote the closed, connected, orientable surface of genus \( g \), and \( \mathbb{Z}/g\mathbb{Z} \) to denote the ring \( \mathbb{Z}/g\mathbb{Z} \).

Nielsen [10] (cf. [7]) showed that, for any \( g \geq 2 \), there exists an orientation-preserving self-homeomorphism \( \alpha \) of \( \Sigma \) such that \( \alpha, \alpha^2, \ldots, \alpha^{2g-3} \) are all fixed-point free, that is, have no fixed-points. He showed further that, for any orientation-preserving self-homeomorphism \( \alpha \) of \( \Sigma \), at least one of \( \alpha, \alpha^2, \alpha^3, \ldots, \alpha^{2g-3}, \alpha^{2g-2} \) has a fixed-point if \( g \geq 3 \), and at least one of \( \alpha, \alpha^2, \alpha^3 \) has a fixed-point if \( g = 2 \).

Since \( 2g - 2 = 2 \) for \( g = 2 \), this left open the question of exactly what happens in the case \( g = 2 \), and he commented that it seemed difficult to him [10, Section 4] (cf. [7]). The problem has not been forgotten; for example, in a recent paper in which he obtains results analogous to Nielsen’s for orientation-reversing self-homeomorphisms and for non-orientable surfaces, Wang [13] mentions that it is still open. In the next section we solve this problem, rounding off Nielsen’s above-mentioned results by showing that, for \( g = 2 \), at least one of \( \alpha, \alpha^2 \) has a fixed-point, or, equivalently, \( \alpha^2 \) has a fixed-point.

This result has its origins in classical topology, has connections with dynamical systems, and has a proof which is mainly algebraic. Let us review the basic information that will be used.

Recall that the fundamental group of \( \Sigma \) has a one-relator presentation

\[
\pi_1(\Sigma) = \langle x_i, y_i \ (1 \leq i \leq g) \mid \prod_{i=1}^{g} [x_i, y_i] = 1 \rangle,
\]

where \([x, y] = x y x^{-1} y^{-1}\). Recall also that the first homology \( R \)-module of \( \Sigma \), denoted \( H_1(\Sigma, R) \), is the \( R \)-module obtained by abelianizing the fundamental group and then tensoring over \( \mathbb{Z} \) with \( R \). There is a natural group homomorphism
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\[ \pi_1(\Sigma_g) \to H_1(\Sigma_g, R) \text{, which we shall denote } x \mapsto [x]. \] Thus \( H_1(\Sigma_g, R) \) is the free \( R \)-module with basis \([x_i], [y_i] (1 \leq i \leq g)\). Moreover the algebraic intersection number determines a symplectic form on \( H_1(\Sigma_g, R) \), namely, the anti-symmetric bilinear form
\[ H_1(\Sigma_g, R) \times H_1(\Sigma_g, R) \to R, \ (x, y) \mapsto (x, y), \]
such that
\[ \langle [x_i], [x_j] \rangle = \langle [y_i], [y_j] \rangle = 0, \ \langle [x_i], [y_j] \rangle = -\delta_{i,j} (1 \leq i, j \leq g); \]
for details, see, for example, [4].

Now let \( \alpha : \Sigma_g \to \Sigma_g \) be a continuous self-map. Any choice of a point \( p \) of \( \Sigma_g \), and a homotopy class \( x \) of paths in \( \Sigma_g \) from \( p \) to \( \alpha(p) \), determines an endomorphism \( \pi_1(\alpha) \) of \( \pi_1(\Sigma_g, p) \), defined by \( y \mapsto x \cdot \alpha(y) \cdot x^{-1} \). This group endomorphism \( \pi_1(\alpha) \) need not be uniquely determined by \( \alpha \), but it is unique up to composition with an inner automorphism. Hence \( \pi_1(\alpha) \) determines an \( R \)-module endomorphism \( H_1(\alpha, R) \) of \( H_1(\alpha, \Sigma_g) \), which is uniquely determined by \( \alpha \), and it respects the symplectic structure; for details, see, for example, [4].

Let \( A = H_1(\alpha, R) \). Since we have a specific \( R \)-basis of \( H_1(\alpha, \Sigma_g) \), we can represent \( A \) by a \( 2g \times 2g \) matrix over \( R \). This matrix has a characteristic polynomial (resp. a determinant, a trace) denoted \( \chi(A)(t) = \det(tI_{2g} - A) \in R[t] \) (resp. \( \det(A) \), \( \text{trace}(A) \)). This will be denoted \( \chi_R(\alpha)(t) \) (resp. \( \det_R(\alpha) \), \( \text{trace}_R(\alpha) \)).

Suppose that \( \alpha \) is an orientation-preserving self-homeomorphism of \( \Sigma_g \). Then \( \det_\alpha(\alpha) = 1 \); for details, see, for example, [11, II.5]. By the Lefschetz fixed-point theorem for compact polyhedra and by Poincaré duality for surfaces, if \( \alpha \) is also fixed-point free, then \( \text{trace}_R(\alpha) = 2 \); for details, see, for example, [12], [3]. Further, it is easy to see that if \( \text{trace}(\alpha) = 2 \), then \( \text{trace}_R(\alpha) = 2 \), and it is this consequence which interests us.

2. Results

We begin with a ring-theoretic fact that we shall need.

2.1 Lemma. There exists a commutative ring \( R \) such that \( 7R = R \), \( R \) has an element \( r \) such that \( \sum_{i=0}^6 r^i = 0 \), and for every \( B \in \text{GL}_2(R) \), \( \text{trace}(B^tB^{-1}) \neq 0 \), where \( t \) denotes the transpose.

Proof. Set \( R = \mathbb{Z}_4[t]/(t^3 + 2t^2 + t - 1) \). As \( \mathbb{Z}_4 \)-module, \( R \) is free of rank three, so \( 2R \neq 0 \).

Also \( R/2R \cong \mathbb{Z}_2[t]/(t^3 + t + 1) \), a field of eight elements, so 2 is not a unit in \( R \) and \( 2R \) is a maximal ideal of \( R \).

Notice that \( 7R = -R = R \).

Let \( r \) denote the class of \( t \) in \( R \). Then \( r^3 + 2r^2 + r - 1 = 0 \), so
\[
\sum_{i=0}^6 r^i = 4r + (r^3 + 2r^2 + r - 1)(r^3 - r^2 + 2r - 1) = 0 + 0 = 0.
\]

Now suppose that there exists \( B \in \text{GL}_2(R) \) with \( \text{trace}(B^tB^{-1}) = 0 \). Say \( B = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \). Write \( u = ad - bc \) and \( v = b + c \). Now \( u \) is a unit of \( R \) and
\[
B^tB^{-1} = \begin{pmatrix} a & c \\ b & d \end{pmatrix} \begin{pmatrix} d & -b \\ -c & a \end{pmatrix} = \begin{pmatrix} ad - c^2 & -ab + ca \\ bd - dc & -b^2 + ad \end{pmatrix} u^{-1}.
\]
So we have \( 0 = \text{trace}(B^tB^{-1}) = (ad - c^2 - b^2 + ad)u^{-1} \). Thus \( b^2 + c^2 = -2ad \), so

\[
v^2 = (b + c)^2 = b^2 + 2bc + c^2 = b^2 + c^2 + 2bc = -2ad + 2bc = -2u.
\]

Since 2 is not a unit in \( R \), we see that \( v \) is not a unit in \( R \), so

\[
R \supset vR \supseteq (vR)^2 = v^2R = -2uR = 2R.
\]

By the maximality of \( 2R \), we see that \( vR = 2R \), and on squaring we see that \( v^2R = 4R \). Hence \( 2R = v^2R = 4R = 0 \), a contradiction, as desired. \( \square \)

We next recall a result from [10, Section 4] (cf. [7]).

2.2 Lemma (Nielsen). If \( \alpha \) is an orientation-preserving self-homeomorphism of \( \Sigma_2 \) such that \( \alpha^2 \) is fixed-point free, then, for any commutative ring \( R \),

\[
\chi_R(\alpha)(t) = t^4 - 2t^3 + t^2 - 2t + 1
\]

in \( R[t] \).

Proof. Without loss of generality, we take \( R = \mathbb{Z} \).

By the hypotheses, \( \det_\alpha(\alpha) = 1 \) and, since \( \alpha^2 \), \( \alpha \), and \( \alpha^{-1} \) are fixed-point free, by the Lefschetz fixed-point theorem, \( \operatorname{trace}_\alpha(\alpha^2) = \operatorname{trace}_\alpha(\alpha) = \operatorname{trace}_\alpha(\alpha^{-1}) = 2 \).

Let \( A = H_1(\alpha, \mathbb{Z}) \). Hence \( \det(A) = 1 \) and \( \operatorname{trace}(A^2) = \operatorname{trace}(A) = \operatorname{trace}(A^{-1}) = 2 \).

Also \( \chi(A)(t) = \chi_\alpha(\alpha)(t) \).

Say \( \chi(A)(t) = t^4 - s_1t^3 + s_2t^2 - s_3t + s_4 \). Using certain well-known identities, which are easily verified for upper triangular \( 4 \times 4 \) complex matrices, and hence true for all \( 4 \times 4 \) complex matrices, we have

\[
\begin{align*}
s_1 &= \operatorname{trace}(A) = 2, \\
s_2 &= \frac{1}{2}((\operatorname{trace}(A))^2 - \operatorname{trace}(A^2)) = \frac{1}{2}(2^2 - 2) = 1, \\
s_3 &= \operatorname{trace}(A^{-1}) \det(A) = 2, \\
s_4 &= \det(A) = 1. \square
\end{align*}
\]

We now arrive at our main result.

2.3 Theorem. If \( \alpha \) is an orientation-preserving self-homeomorphism of \( \Sigma_2 \), then \( \alpha^2 \) has a fixed-point.

Proof. Suppose not, so \( \alpha^2 \) is fixed-point free. We proceed to derive a contradiction.

Let \( 1_{\Sigma_2} \) denote the identity map on \( \Sigma_2 \). For any \( t \in \mathbb{Z} \), \( tH_1(1_{\Sigma_2}, \mathbb{Z}) - H_1(\alpha, \mathbb{Z}) \) is an endomorphism of the free abelian group \( H_1(\Sigma_2, \mathbb{Z}) \), and its determinant is \( \chi_\mathbb{Z}(\alpha)(t) \), which is \( t^4 - 2t^3 + t^2 - 2t + 1 \), by Lemma 2.2. Clearly, \( \chi_\mathbb{Z}(\alpha)(-1) = 7 \), so we see that the image of the endomorphism \( H_1(1_{\Sigma_2}, \mathbb{Z}) + H_1(\alpha, \mathbb{Z}) \) has index 7 in \( H_1(\Sigma_2, \mathbb{Z}) \).

Let us express the foregoing in terms of the group \( G = \pi_1(\Sigma_2) \). Here we can identify \( H_1(\Sigma_2, \mathbb{Z}) = G/G' \), where \( G' = \langle [x, y] | x, y \in G \rangle \), the derived subgroup of \( G \). The image of \( H_1(1_{\Sigma_2}, \mathbb{Z}) + H_1(\alpha, \mathbb{Z}) \) is \( H/G' \), where \( H = \langle [x, y], x \cdot \pi_1(\alpha)(x) | x, y \in G \rangle \). Thus the previous paragraph shows that \( H \) has index 7 in \( G \). Since \( H \) contains
$G', H$ is a normal subgroup of $G$. Here $\pi_1(\alpha)$ maps $H$ to itself, and acts by inversion on $G/H$.

Consider the universal covering space $\tilde{\Sigma}_2$ of $\Sigma_2$. We have a free, properly-discontinuous action of $G$ on $\tilde{\Sigma}_2$ by orientation-preserving self-homeomorphisms, and we can identify $G\backslash\tilde{\Sigma}_2 = \Sigma_2$. Now $\alpha$ lifts to an orientation-preserving self-homeomorphism $\tilde{\alpha}$ of $\tilde{\Sigma}_2$ in such a way that, for each $x \in G$, the action of $\tilde{\alpha}x\tilde{\alpha}^{-1}$ agrees with the action of $\pi_1(\alpha)(x)$.

Since $\pi_1(\alpha)$ maps $H$ to itself, $\tilde{\alpha}$ induces a well-defined orientation-preserving self-homeomorphism $\beta$ of the quotient space $H\backslash\tilde{\Sigma}_2$, and $G/H$ acts freely on $H\backslash\tilde{\Sigma}_2$ with quotient $G\backslash\tilde{\Sigma}_2 = \Sigma_2$. The action of the group $G/H$ of order seven gives an orientation-preserving self-homeomorphism $\gamma$ of $H\backslash\tilde{\Sigma}_2$ such that $\gamma^7 = 1$. Since $\pi_1(\alpha)$ acts on $G/H$ by inversion, we see that $\beta\gamma\beta^{-1} = \gamma^{-1}$, that is, $\gamma\beta\gamma = \beta$.

Now $H\backslash\tilde{\Sigma}_2 \to G\backslash\tilde{\Sigma}_2 = \Sigma_2$ is a seven-fold regular covering, so $H\backslash\tilde{\Sigma}_2$ is a surface of genus eight, and we can write $\Sigma_8 = H\backslash\tilde{\Sigma}_2$. The action induced on $\Sigma_8$ by $\beta$, or equivalently by $\beta$, agrees with $\alpha$.

By Nielsen’s equivalence theorem [9, Section 11] (cf. [7]), $\Sigma_8$ can be viewed as a torus with seven handles with $\gamma$ acting by rotating the torus, cyclically permuting the seven handles. The importance of this, for us, is that it implies that there exists a presentation

$$G = \langle y_1, z_1, y_2, z_2 \mid [y_1, z_1][y_2, z_2] = 1 \rangle,$$

so that

$$H = \langle w, x, w_i, x_i (i \in \mathbb{Z}_7) \mid [w, x] \prod_{i=0}^{6} [w_i, x_i] = 1 \rangle,$$

where $w \mapsto y_1^7, x \mapsto z_1, w_i \mapsto y_1^i y_2 y_1^{-i}, x_i \mapsto y_1^i z_2 y_1^{-i}$ ($0 \leq i \leq 6$), and we can take $\pi_1(\gamma)$ to be left conjugation by $y_1$. (One can check this directly by showing that the $7^4 - 1$ surjective group homomorphisms from $G$ to $\mathbb{Z}_7$ are all the same, modulo composition with automorphisms of the domain and range. We leave the details to the reader who prefers not to invoke Nielsen’s theorem."

Let $R$ be as in Lemma 2.1, and set $M = H_1(\Sigma_8, R)$. Then $M$ has an $R$-basis as follows: $u = \frac{1}{7}[w]$, $v = [x]$, $u_j = \frac{1}{7} \sum_{i \in \mathbb{Z}_7} r_{ij}[w_i]$, $v_j = \frac{1}{7} \sum_{i \in \mathbb{Z}_7} r_{ij}[x_i]$ ($j \in \mathbb{Z}_7$). For example, for any $k \in \mathbb{Z}_7$, we have

$$\sum_{j \in \mathbb{Z}_7} r_{kj} u_j = \frac{1}{7} \sum_{j \in \mathbb{Z}_7} \sum_{i \in \mathbb{Z}_7} r_{kj}[w_i] = \frac{1}{7} \sum_{i \in \mathbb{Z}_7} \left( \sum_{j \in \mathbb{Z}_7} (r_{kj+1})^i \right) [w_i] = \frac{1}{7} \sum_{i \in \mathbb{Z}_7} 7 \delta_{i-k} [w_i] = [w_{-k}].$$

Let $M_0$ denote the $R$-submodule of $M$ with $R$-basis $u, v, u_0, v_0$, and, for $1 \leq i \leq 6$, let $M_i$ be the $R$-submodule of $M$ with $R$-basis $u_i, v_i$. Then $M = \bigoplus_{i \in \mathbb{Z}_7} M_i$.

Let $A = H_1(\alpha, R)$, $B = H_1(\beta, R)$, and $C = H_1(\gamma, R)$. Then $C^7 = 1$ and $C B C = B$. Here $C$ acts by fixing $[w], [x]$ and cyclically permuting the $[w_i]$s, and the $[x_i]$s. Hence $C$ acts as multiplication by $r^{-i}$ on $M_i$ ($i \in \mathbb{Z}_7$).

Now consider the map $M \to N$ induced by our covering map $\Sigma_8 \to \Sigma_2$. This forms a commuting diagram when combined with the endomorphisms $B$ and $A$. 
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Here \([w] \mapsto 7[y_1], [x] \mapsto [z_1], [w_i] \mapsto [y_2], [x_i] \mapsto [z_2] (i \in \mathbb{Z}_7)\). Thus \(u \mapsto [y_1], v \mapsto [z_1], u_j \mapsto \frac{1}{7} \sum_{\ell \in \mathbb{Z}_7} r^{ij}[y_2] = \delta_{0,j}[y_2], v_j \mapsto \delta_{0,j}[z_2] (j \in \mathbb{Z}_7)\). Hence the map \(M \to N\) carries \(M_0\) bijectively to \(N\), and has kernel \(\text{Ker} = \bigoplus_{i=1}^6 M_i\). We then have an identification \(0 = (B - C B C)M_i = (B - C B r^{-i})M_i = (B - r^{-i} C B)M_i = (I - r^{-i} C)BM_i\).

Hence \(I - r^{-i} C\) vanishes on \(BM_i\), so \(BM_i \subseteq M_{-i}\). Let \(B_i\) denote the induced map \(M_i \to M_{-i}\). Since \(B\) is an automorphism, \(B_i\) is an isomorphism. Notice that \(B^2\) carries \(M_i\) to itself, acting as \(B_{-i} B_i\).

In particular, \(B\) acts on \(M_0\) as \(B_0\). Recall that \(B\) carries \(\text{Ker}\) to itself, and acts as \(A\) on the quotient \(M/\text{Ker} = N\). As we now see that \(B\) carries \(M_0\) to itself, the identification \(M_0 = N\) allows us to identify \(B_0 = A\). Hence \(\text{trace}(B^2_0) = \text{trace}(A^2) = 2\).

Let \(j \in \mathbb{Z}_7\). If \(\beta^2 \gamma^j\) has a fixed-point \(p\) in \(\Sigma_8\), then the image of \(p\) in \(\gamma \setminus \Sigma_8 = \Sigma_2\) is a fixed-point for the action induced by \(\beta^2\), that is, for the action of \(\alpha^2\). By our supposition, no such point exists, so \(\beta^2 \gamma^j\) is fixed-point free. By the Lefschetz fixed-point theorem, \(\text{trace}_p(\beta^2 \gamma^j) = 2\), that is, \(\text{trace}(B^2 C^j) = 2\). Hence

\[
2 = \text{trace}(B^2 C^j) = \text{trace}\left( \bigoplus_{i \in \mathbb{Z}_7} (B^2 C^j : M_i \to M_i) \right) = \sum_{i \in \mathbb{Z}_7} \text{trace}(B_{-i} B_i r^{-ij})
\]

\[
= \sum_{i \in \mathbb{Z}_7} r^{-ij} \text{trace}(B_{-i} B_i) = \text{trace}(B^2_0) + \sum_{i=1}^6 r^{-ij} \text{trace}(B_{-i} B_i)
\]

\[
= 2 + \sum_{i=1}^6 r^{-ij} \text{trace}(B_{-i} B_i).
\]

That is, \(\sum_{i=1}^6 r^{-ij} \text{trace}(B_{-i} B_i) = 0\).

\[
\text{trace}(B_{-i} B_i) = \sum_{i=1}^6 \text{trace}(B_{-i} B_i) \delta_{i,1} = \sum_{i=1}^6 \text{trace}(B_{-i} B_i) \delta_{i,1} \left( \sum_{j \in \mathbb{Z}_7} r^{ij} \right)
\]

\[
= \frac{1}{7} \sum_{j \in \mathbb{Z}_7} \left( \sum_{i=1}^6 r^{-ij} \text{trace}(B_{-i} B_i) \right) = \frac{1}{7} \sum_{j \in \mathbb{Z}_7} r^{ij} 0 = 0.
\]

Transposing, we have \(\text{trace}(B^2_1 (B_{-1}^j)^t) = 0\).

Now consider the \(R\)-basis \(u_1, v_1, 7v_{-1}, -7u_{-1}\) of \(M_1 \oplus M_{-1}\). With respect to this basis the symplectic form induced from \(M\) has the matrix \(\begin{pmatrix} 0 & I_2 \\ -I_2 & 0 \end{pmatrix}\), since, for any \(k, l \in \mathbb{Z}_7\), we have

\[
\langle u_k, v_l \rangle = \frac{1}{7} \sum_{i \in \mathbb{Z}_7} \sum_{j \in \mathbb{Z}_7} r^{ik} r^{jl} ([w_i], [x_j]) = \frac{1}{7} \sum_{i \in \mathbb{Z}_7} \sum_{j \in \mathbb{Z}_7} r^{ik} r^{jl} \delta_{i,j}^k \delta_{i,k}^l \]

\[
= \frac{1}{7} \sum_{i \in \mathbb{Z}_7} r^{ik} r^{il} = \frac{1}{7} \delta_{k, -l}.
\]
With respect to the same $R$-basis, the action of the endomorphism $B$ on $M_1 \oplus M_{-1}$ can be viewed as having the form \( \begin{pmatrix} 0 & B_{-1} \\ B_1 & 0 \end{pmatrix} \). The fact that $B$ respects the symplectic form implies that \( \begin{pmatrix} 0 & B_{-1} \\ B_1 & 0 \end{pmatrix}^t \begin{pmatrix} 0 & I_2 \\ -I_2 & 0 \end{pmatrix} \begin{pmatrix} 0 & B_{-1} \\ B_1 & 0 \end{pmatrix} = \begin{pmatrix} 0 & I_2 \\ -I_2 & 0 \end{pmatrix} \), that is,

\[
\begin{pmatrix} 0 & -(B_1)^t B_{-1} \\ (B_{-1})^t B_1 & 0 \end{pmatrix} = \begin{pmatrix} 0 & I_2 \\ -I_2 & 0 \end{pmatrix},
\]

so $(B_{-1})^t B_1 = -I_2$, and thus $B_1^{-1} = -(B_{-1})^t$.

Combining the results of the previous two paragraphs we have

\[
\text{trace}(B_1^t B_1^{-1}) = -\text{trace}(B_1^t (B_{-1})^t) = 0,
\]

which contradicts the property of $R$ given in Lemma 2.1.

\[\square\]

3. An example

In proving Theorem 2.3 above, we are showing that if $\alpha$ is an orientation-preserving self-homeomorphism of $\Sigma_2$ such that $\chi_2(\alpha)(t) = t^4 - 2t^3 + t^2 - 2t + 1$, then $\alpha^2$ has a fixed-point. Hence the question arises whether such $\alpha$ exist, and the answer is that they do. Boju Jiang pointed out to us that this must have been known to Nielsen, since examples can be obtained by taking the group automorphism constructed in Example 13, Section 49 of Nielsen’s seminal paper [8] (cf. known to Nielsen, since examples can be obtained by taking the group automorphism constructed in Example 13, Section 49 of Nielsen’s seminal paper [8] (cf. [6]), and composing it with any group automorphism inducing negation on the first homology group. The purpose of this section is to describe one example in detail.

Let us give $\Sigma_2$ a CW-structure as follows. Take two vertices, $p_1$, $p_2$ and five edges $e_i$, $1 \leq i \leq 5$, joining $p_1$ to $p_2$, oriented so that the “odd” edges start at $p_1$ and the “even” edges start at $p_2$. Adjoining an oriented decagonal two-cell $F$ with boundary $\partial F = e_1 e_2 e_3 e_4 e_5 e_1^{-1} e_2^{-1} e_3^{-1} e_4^{-1} e_5^{-1}$ gives a CW-structure on $\Sigma_2$; see Figure 1(a).

We now define two different subdivisions, as in Figures 1(b), (c). Thus we decompose $F$ into an oriented edge denoted $e_0$ (resp. $e_6$) joining $p_2$ to $p_1$, and two oriented hexagonal two-cells denoted $F_1$, $F_2$ (resp. $\alpha(F_1)$, $\alpha(F_2)$) with $\partial F_1 = e_1 e_2 e_3 e_4 e_5 e_6 e_1^{-1}$, $\partial F_2 = e_0 e_5 e_1^{-1} e_2^{-1} e_3^{-1} e_4^{-1}$ (resp. $\partial \alpha(F_1) = e_2 e_3 e_4 e_5 e_1^{-1} e_6^{-1}$, $\partial \alpha(F_2) = e_1 e_4 e_2^{-1} e_3^{-1} e_5^{-1}$).

Now take a CW-map, from the CW-complex in Figure 1(b) to the CW-complex in Figure 1(c), which sends $p_1$ to $p_2$, $p_2$ to $p_1$, $e_i$ to $e_{i+1}$ ($0 \leq i \leq 5$), $F_1$ to $\alpha(F_1)$ and $F_2$ to $\alpha(F_2)$. At the level of underlying spaces, this defines an orientation-preserving self-homeomorphism $\alpha : \Sigma_2 \to \Sigma_2$.

Here $\pi_1(\Sigma_2, p_1)$ is generated by the homotopy classes of paths $a = [e_1 e_2]$, $b = [e_3 e_1^{-1}]$, $c = [e_1 e_4]$, $d = [e_5 e_1^{-1}]$, and the defining relation is $abcd^{-1}b^{-1}c^{-1}d^{-1} = 1$, where square brackets denote homotopy classes.

To define $\pi_1(\alpha)$, it remains to choose a homotopy class of paths from $p_1$ to $\alpha(p_1) = p_2$, and we choose $[e_1]$. Since $[e_6] = [e_1^{-1} e_5 e_4 e_2]$, we see that $\pi_1(\alpha)$ is the automorphism of $\pi_1(\Sigma_2)$ given by $(a, b, c, d) \mapsto (ab, ca^{-1}, ad, dc b)$. A straightforward calculation now shows that $\chi_2(\alpha)(t) = t^4 - 2t^3 + t^2 - 2t + 1$, as desired.

It is easy to check that there is a unique largest quotient group of $\pi_1(\Sigma_2)$ on which $\pi_1(\alpha)$ acts by inversion; it has order seven. One can then construct a $\beta$ and
a \gamma as in the proof of Theorem 2.3, and find that three of the \beta^2 \gamma^j, j \in \mathbb{Z}, have trace 2, while four of them have trace −5, so have fixed-points. It follows that \alpha^2 has at least four homotopy fixed-points.

One can estimate the number of homotopy fixed points of \alpha, \alpha^2 algebraically, using results of Fadell and Husseini [5, Section 2]; in fact, it was their abelianization technique that suggested to us the idea of taking \lambda = -1, which is the starting point of our proof of Theorem 2.3. Applying the formula in [5, Theorem 2.3], one finds, without too much difficulty, that \alpha has no homotopy fixed points, and that the abelianization technique shows that \alpha^2 has exactly four homotopy fixed-points, two of index +1 and two of index −1. Hence the sum of the indices is 0, which is why the Lefschetz fixed-point theorem cannot detect the existence of any fixed-points for \alpha^2. For details on the theory of indices of isolated fixed-points, see, for example, [3].

We will now give a geometric verification of this result, by exhibiting a pseudo-Anosov realization of \alpha and calculating the points of period one or two. To obtain this realization we applied the elegant algorithm of Bestvina and Handel [2] which, given a surface homeomorphism, decides if it is equivalent to a pseudo-Anosov homeomorphism and, in the event that it is, yields a rectangular decomposition for an equivalent pseudo-Anosov homeomorphism.

Let \lambda > \mu denote the the two real roots of our polynomial, \t^4 - 2t^3 + t^2 - 2t + 1, so we have \lambda = \frac{1 + \sqrt{2 + \sqrt{1 + 2\sqrt{2}}}}{2} = 1.8832\ldots and \mu = \lambda^{-1} = \frac{1 + \sqrt{2 - \sqrt{1 + 2\sqrt{2}}}}{2} = 0.531\ldots. In order to simplify the formulae in the discussion that follows, whenever we reduce polynomial expressions in \lambda and \mu, we shall use the fact that they are roots of

\t^6 - 2t^5 + 2t - 1 = (t^2 - 1)(t^4 - 2t^3 + t^2 - 2t + 1),

rather than using our standard polynomial.

Let D denote the decagon in the Euclidean plane with counter-clockwise vertex sequence

(1, 1), (\lambda, \mu), (\lambda^2, \mu^2), (\lambda^3, \mu^3), (\lambda^4, \mu^4), (\lambda^5, \mu^5),
(\lambda^5 - \lambda + 1, \mu^5 - \mu + 1), (\lambda^5 - \lambda^2 + 1, \mu^5 - \mu^2 + 1),
(\lambda^5 - \lambda^3 + 1, \mu^5 - \mu^3 + 1), (\lambda^5 - \lambda^4 + 1, \mu^5 - \mu^4 + 1),
and denote by $D_1$ (resp. $D_2$) the left (resp. right) of the two hexagonal regions into which $D$ is divided by the straight line segment joining the fifth point to the tenth point; see Figure 2, where the vertices are labelled with their $x$-coordinates and, for aesthetic reasons, we have used a scale in which one unit in the $y$ direction equals $\lambda^5$ units in the $x$ direction.

Pairs of opposite sides of $D$ are parallel, and we identify them, via a Euclidean translation, to form $\Sigma_2$, which then has a co-ordinate system. We denote the map $D \to \Sigma_2$ by $(x, y) \mapsto [(x, y)]$.

The linear map $\phi : \mathbb{R}^2 \to \mathbb{R}^2$ defined by $(x, y) \mapsto (\lambda x, \mu y)$ transforms $D$ as depicted in Figure 3, and hence determines a discontinuous piecewise-linear map on $D$, which translates $\phi(D) - D$ (or $D - D_1$) back to $D$. The map on $D$ behaves well with respect to the edge identifications and determines a self-homeomorphism, denoted $\alpha$, on $\Sigma_2$. Thus, for any $(x, y) \in D$,

$$
\alpha[(x, y)] = \begin{cases}
[\lambda x, \mu y] & \text{if } (x, y) \in D_1, \\
[(\lambda - \lambda^5 + \lambda x + \mu^3 + \mu y)] & \text{if } (x, y) \in D_2.
\end{cases}
$$

On comparing Figures 1(b) and (c) with Figures 2 and 3, we see that we have a geometric realization of the map which was constructed above in terms of CW-complexes.

In $\Sigma_2$, let

$$
p_1 = [(1, 1)], \quad p_2 = [(\lambda, \mu)],
$$

$$
q_1 = [(\lambda + \lambda^3, \mu + \mu^3)], \quad q_2 = [(\lambda^2 + \lambda^4, \mu^2 + \mu^4)].
$$
It is straightforward to check that $\alpha$ is fixed-point free, interchanges $p_1$, $p_2$, interchanges $q_1$, $q_2$, and has no other points of period two. Thus the fixed-points of $\alpha^2$ are $p_1$, $p_2$, $q_1$, $q_2$. The index of $p_1$ and $p_2$ is $+1$, since, near them, $\alpha^2$ behaves like rotation through an angle of $-\pi$. Similarly, the index of $q_1$ and $q_2$ is $-1$, since, near them, $\alpha^2$ behaves like $(x, y) \mapsto (\lambda^2 x, \mu^2 y)$. For details on calculating indices of isolated fixed-points of this type, see, for example, [1].

The horizontal and vertical Euclidean lines in $D$, with the usual Lebesgue measure, determine transverse measured foliations on $\Sigma_2$, preserved by $\alpha$; the action of $\alpha$ expands (resp. contracts) the measured foliation determined by the horizontal (resp. vertical) lines, by a factor of $\lambda$ (resp. $\mu = \lambda^{-1}$). The only singularities are at $p_1$ and $p_2$, and they are 4-prong singularities. This means that $\alpha$ is pseudo-Anosov.
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