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Abstract. We use the theory of boundary values (also called traces) of holomorphic semigroups as developed by Boyadzhiev-deLaubenfels (1993) and El-Mennaoui (1992) to study the second order Cauchy problem for certain generators of holomorphic semigroups. Our results contain in particular the result of Hieber (Math. Ann. 291 (1991), 1–16) for the Laplace operator on $L^p(\mathbb{R}^N)$.

1. Introduction

In connection with the abstract Cauchy problem

\[(ACP1) \quad u'(t) = Au(t), \quad t \geq 0; \quad u(0) = x\]

the theory of strongly continuous semigroups is well developed. The Hille-Yosida theorem gives a characterization of those closed linear operators $A$ with domain and range in a Banach space $X$ for which (ACP1) is well-posed. Of interest are also Cauchy problems of the second order

\[(ACP2) \quad u''(t) = Au(t), \quad t \geq 0; \quad u(0) = x, \quad u'(0) = y.\]

Although (ACP2) may be reduced in a classical way to a first order problem (via the energy space), a direct approach presents some advantages (see Fattorini [10]). Parallel to the theory of strongly continuous semigroups, a theory of strongly continuous cosine functions has been constructed. The corresponding generation theorem was established independently by Da Prato, Sova and Fattorini.

In this paper, we will be concerned with Cauchy problems that are not well-posed in the classical sense. The theory of integrated semigroups was developed recently to treat (ACP1) in some cases where the Hille-Yosida theorem does not apply. The analogous theory for (ACP2) is that of integrated cosine functions.

Using the trace theorem for holomorphic semigroups proved in Boyadzhiev-deLaubenfels [5] using the language of $C$-regularized semigroups and extended by El-Mennaoui [9] (the latter author uses integrated semigroups), we first prove that the Laplace operator $\Delta$ on $L^p(\mathbb{R}^N)$ with maximal distributional domain is the generator of an $\alpha$-times integrated cosine function for any $\alpha > \frac{(N-1)\frac{1}{2}}{\frac{1}{2} - \frac{1}{p}}$. This gives an entirely new proof of the result obtained by Hieber [12] by the use of
Fourier multipliers. Next we prove that if a closed linear operator $A$ generates a holomorphic semigroup of angle $\frac{\pi}{2}$ satisfying a Gaussian estimate, then (ACP2) is governed by an integrated cosine function. We also establish optimality for this result.

Actually, the aforementioned boundary value theorems allow one to pass from the operator $A$ to the operator $iA$: in other words, it allows one to derive solvability of the Schrödinger evolution equation from that of the heat equation. In [17] it has been proved that with the help of the trace theorem, one can solve the Schrödinger equation starting from the wave equation. Hence our result here is a converse. We apply this result to general elliptic operators in $L^p(\Omega)$ where $\Omega \subset \mathbb{R}^N$ is open, with Dirichlet or Neumann boundary conditions (in the latter case, some regularity on $\Omega$ has to be assumed). We note that as far as the second order Cauchy problem is concerned, our results are new when $\Omega$ has infinite Lebesgue measure. The case where $\Omega$ is of finite measure was considered in [16] using fractional powers of operators and Sobolev imbedding theorems.

The organization of the work is the following. In Section 2, we recall the definition of integrated semigroups and integrated cosine functions as well as the trace theorem which will be of constant use in the sequel. In Section 3, we give the generation result for the Laplace operator on $L^p(\mathbb{R}^N)$. In the fourth section, we consider the general case and give a counterexample showing optimality. We also consider as an illustration the Cauchy-Poisson semigroup in one dimension which is related to the Hilbert transform. The fifth and last section is devoted to application to elliptic operators in $L^p(\Omega)$, $1 \leq p < \infty$.

2. Preliminaries

In this section, we give the definitions of semigroups and integrated cosine functions and state the trace theorem for holomorphic semigroups. The theory of exponentially bounded $n$-times integrated semigroups was introduced by Arendt (see [1]), see also Neubrander [18]. Later, Hieber [12] extended the definition to $\alpha$-times integrated semigroups, $\alpha \in \mathbb{R}_+$ $= [0, \infty)$.

**Definition 2.1.** Let $\alpha \geq 0$. Then $A$ is the generator of an $\alpha$-times integrated semigroup if $(\omega, \infty) \subset \rho(A)$ for some $\omega \in \mathbb{R}$ and there exists a strongly continuous mapping $S : [0, \infty) \rightarrow \mathcal{L}(X)$ with $\|S(t)\| \leq Me^{\omega t}$, $t \geq 0$, for some $M \geq 0$ such that

$$R(\lambda, A) = \lambda^\alpha \int_0^\infty e^{-\lambda t} S(t) dt \quad \text{for } \lambda > \max\{\omega, 0\}. \quad (2-1)$$

In this case, $(S(t))$ is called the $\alpha$-times integrated semigroup generated by $A$.

The integral in (2-1) is understood as an improper strong Riemann integral. When $\alpha = 0$, then $(S(t))$ is a $C_0$-semigroup and $A$ is automatically densely defined. Similarly, we give the definition of $\alpha$-times integrated cosine functions. They were introduced by Arendt-Kellermann [2] for $\alpha \in \mathbb{N}$ and the extension to $\alpha \in [0, \infty)$ is again due to Hieber [12].

**Definition 2.2.** Let $\alpha \geq 0$. Then $A$ is the generator of an $\alpha$-times integrated cosine function if there exist $M, \omega \in \mathbb{R}$ such that $\{\lambda^2 : \lambda \geq \omega\} \subset \rho(A)$ and there exists a strongly continuous mapping $S : [0, \infty) \rightarrow \mathcal{L}(X)$ with $\|S(t)\| \leq Me^{\omega t}$, $t \geq 0$, $1 \leq p < \infty$. 


such that
\begin{equation}
R(\lambda^2, A) = \lambda^{\alpha-1} \int_0^\infty e^{-\lambda t} S(t) dt \quad \text{for } \lambda > \max\{\omega, 0\}.
\end{equation}

As for the case of Definition 2.1, \((S(t))\) is the \(\alpha\)-times integrated cosine function generated by \(A\). For \(\alpha = 0\), \((S(t))\) is the strongly continuous cosine function generated by \(A\). The sine function corresponds by definition to the case \(\alpha = 1\).

By the uniqueness theorem for Laplace transforms there exists at most one family \((S(t))\) satisfying either definition. A complete study of cosine functions and their relations to the abstract Cauchy problem may be found in Fattorini [10] or Goldstein [11]. For integrated cosine functions, see [2] or [12].

The classical theorem of M. H. Stone states that in a Hilbert space \(H\), a closed linear operator \(B\) is the generator of a unitary group if and only if \(iB\) is a self-adjoint operator. Let now \(A\) be a self-adjoint operator in \(H\) satisfying \(\sigma(A) \subset (-\infty, \omega)\) for some \(\omega \in \mathbb{R}\). Then by functional calculus, \(A\) is the generator of a strongly continuous semigroup (of self-adjoint operators) which can be holomorphically continued to the right half-plane \(\{z : \Re z > 0\}\). Also, \(A\) is the generator of a cosine function. From this we have that the following three Cauchy problems are simultaneously well-posed:

\begin{align*}
\text{(H)} \quad u'(t) &= Au(t), \quad t \geq 0; \quad u(0) = x, \\
\text{(W)} \quad u''(t) &= Au(t), \quad t \geq 0; \quad u(0) = x, \quad u'(0) = y, \\
\text{(S)} \quad u'(t) &= iAu(t), \quad t \geq 0; \quad u(0) = x.
\end{align*}

If we take \(A\) to be the Laplace operator in \(L^2(\Omega)\) where \(\Omega \subset \mathbb{R}^N\) is open with, say, Dirichlet boundary conditions, then (H), (W) and (S) correspond respectively to the heat, wave and Schrödinger equations. If we denote by \(T(z)\), \(\Re z > 0\), the semigroup governing (H) then one has
\begin{equation}
\|T(z)\| \leq M, \quad \Re z > 0.
\end{equation}

For \(X = L^p(\mathbb{R}^N), 1 \leq p < \infty\), \(A\) the Laplacian with maximal distributional domain, the situation is quite different. The equation (H) is still governed by a holomorphic semigroup of angle \(\pi/2\) but instead of (2-3) we have
\begin{equation}
\|T(z)\| \leq M \left( \frac{|z|}{\Re z} \right)^{N(1/2-1/p)}, \quad \Re z > 0.
\end{equation}

In fact, it was proved by Hörmander [15] that if \(p \neq 2\), then \(i\Delta\) does not generate a \(C_0\)-semigroup. The results of [15] also imply that \(\Delta\) generates a cosine function in \(L^p(\mathbb{R}^N)\) if and only if \((p = 2 \text{ or } N = 1)\) (see e.g. Hieber [12]). This shows the interest in the following theorem from [9].

**Theorem 2.3.** Let \(\beta \geq 0\). Assume that \(A\) is densely defined and generates a holomorphic semigroup of angle \(\pi/2\). Then the following assertions are equivalent:

(i) For all \(\alpha > \beta\), there exist \(M, \omega \geq 0\) such that
\begin{equation}
\|T(z)\| \leq Me^{\omega \Re z} \left( \frac{|z|}{\Re z} \right)^\alpha, \quad \Re z > 0.
\end{equation}
(ii) For all $\alpha > \beta$ the operator $iA$ generates an $\alpha$-times integrated group $(S(t))$ satisfying

$$\sup_{t \neq 0} \frac{\|S(t)\|}{|t|^\alpha} < \infty.$$  

(2-6)

For the proof, we refer to El-Mennaoui [9, Theorem 5.1, p. 42], and Corollary 5.3, p. 44. Theorem 2.3 is a refinement of a result of Boyadzhiev and deLaubenfels [5] (see also deLaubenfels [8, Chapter X] who show that (i) implies that $iA$ generates a $(\lambda - A)^{-\alpha}$-regularized group for all $\alpha > \beta$. For $\alpha$ entire the latter is equivalent to saying that $iA$ generates an $\alpha$-times integrated group.

Other versions of the trace theorem are available in [9] especially when the holomorphic semigroup $(T(z))$ is not assumed a priori to be in the class $\mathcal{C}_0$. But we shall not need them here; see however Section 5. We note that semigroups satisfying (2-3) in a Banach space were considered by Hille-Phillips (see [13, Theorems 17.9.1 and 17.9.2]). But as we have seen above, this condition is too restrictive for the applications we have in view.

In this paper we consider application of Theorem 2.3 to the second order Cauchy problem.

3. The wave equation on $L^p(\mathbb{R}^N)$

In this section we prove that $\Delta$ generates an $\alpha$-times integrated cosine function on $L^p(\mathbb{R}^N)$ when $\alpha > (N - 1)|\frac{1}{2} - \frac{1}{p}|$. This result is due to Hieber [12] who uses multiplier theory for the proof. Our proof is based on Theorem 2.3.

This example is illuminating for the abstract result presented in Section 4 where we also use some formulas developed in this section.

We start with the following simple lemma.

**Lemma 3.1.** Assume that $B$ is the generator of an $\alpha$-times integrated group $(G(t))$ on $X$. Then $A = B^2$ is the generator of an $\alpha$-times integrated cosine function given by

$$S(t) = \frac{1}{2}(G(t) + G(-t)), \quad t \in \mathbb{R}.\tag{3-1}$$

**Proof.** This follows directly from Definition 2.1 and the resolvent equation. In fact, there exist $M \geq 0, \omega > 0$ such that $\|G(t)\| \leq Me^{\omega|t|} (t \in \mathbb{R})$. We have by Definition 2.1

$$R(\lambda, B) = \lambda^\alpha \int_0^\infty e^{-\lambda t} G(t) dt \quad \text{for } \lambda > \omega;$$

similarly

$$R(\lambda, -B) = \lambda^\alpha \int_0^\infty e^{-\lambda t} G(-t) dt \quad \text{for } \lambda > \omega.\tag{3-2}$$

Hence with $S(\cdot)$ given by (3-1), we have for $\lambda > \omega$

$$\lambda^\alpha \int_0^\infty e^{-\lambda t} S(t) dt = \frac{1}{2}(R(\lambda, B) + R(\lambda, -B)) = \lambda R(\lambda, B^2).$$

In view of Definition 2.2, this proves the result. \qed
Remark. The converse of Lemma 3.1 has been proved by Fattorini [10] for $\alpha = 0$ and by Hieber [12] for general $\alpha$. More precisely, let $A$ be the generator of an $\alpha$-times integrated cosine function on $L^p(\Omega)$, $\Omega \subset \mathbb{R}^N$ open. Then there exist $b \in \mathbb{C}$ and $B$ the generator of an $\alpha$-times integrated group on $L^p(\Omega)$ such that $A = B^2 + bI$.

Now, assume that $A$ generates a $C_0$-semigroup $(T(t))$. If $(T(t))$ is uniformly bounded, then one can define the fractional powers $(-A)^\alpha$ of $-A$ for $0 < \alpha < 1$. We restrict ourselves to the case of the square root $(-A)^{1/2}$ of $-A$ in the following way. First define the operator $J$ with domain $D(J) = D(A)$ by

\begin{equation}
(3-2) \quad Jx = \frac{1}{\pi} \int_0^\infty \lambda^{-1/2}(\lambda - A)^{-1}(-A)x d\lambda, \quad x \in D(J).
\end{equation}

Then $J$ is closable and, by definition, $\mathcal{J} := (-A)^{1/2}$ (see e.g. Yosida [20, p. 260]). One can characterize $(-A)^{1/2}$ as follows (see Butzer-Berens [6, p. 156] or Yosida [20, p. 260]):

\begin{equation}
(3-3) \quad x \in D((-A)^{1/2}) \Leftrightarrow s - \lim_{\varepsilon \to 0} \frac{1}{\Gamma(-1/2)} \int_{\varepsilon}^\infty t^{-3/2}(T(t) - I)x dt \text{ exists.}
\end{equation}

In this case, $(-A)^{1/2}x = s - \lim_{\varepsilon \to 0} \frac{1}{\Gamma(-1/2)} \int_{\varepsilon}^\infty t^{-3/2}(T(t) - I)x dt$.

The operator $-(A)^{1/2}$ is the generator of a holomorphic semigroup $(T_{1/2}(t))$ which has an explicit representation (see [20, p. 268]):

\begin{equation}
(3-4) \quad T_{1/2}(t)x = \frac{t}{2\sqrt{\pi}} \int_0^\infty e^{-t^2/4s}T(s)x \frac{ds}{s^{3/2}}, \quad x \in X, t > 0.
\end{equation}

After a change of variable we obtain

\begin{equation}
(3-4)' \quad T_{1/2}(t)x = \frac{t^{1/2}}{2\sqrt{\pi}} \int_0^\infty e^{-t/4s}T(ts)x \frac{ds}{s^{3/2}}, \quad x \in X, t > 0.
\end{equation}

A further change of variable gives

\begin{equation}
(3-4)'' \quad T_{1/2}(t)x = \frac{t^{1/2}}{2\sqrt{\pi}} \int_0^\infty e^{-ts/4}T(t/s)x \frac{ds}{s^{3/2}}, \quad x \in X, t > 0.
\end{equation}

Next, we consider the Cauchy-Poisson semigroup in $L^p(\mathbb{R}^N)$.

Examples. Consider again the Laplacian $\Delta$ on $L^p(\mathbb{R}^N)$, $1 \leq p < \infty$, with maximal distributional domain. Then the Gaussian semigroup generated by $\Delta$ is given by

\begin{equation}
(3-5) \quad T(t)f(x) = (4\pi t)^{-N/2} \int_{\mathbb{R}^N} e^{-|y|^2/4t} f(x - y)dy, \quad t > 0,
\end{equation}

for $f \in X = L^p(\mathbb{R}^N)$. 
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Substituting into (3-4) we obtain for \( t > 0 \)
\[
T_{1/2}(t)f(x) = \frac{t^{1/2}}{2\sqrt{\pi}} \int_0^\infty e^{-ts/4} T(t/s) f(x) \, ds \\
= \frac{t^{1/2}}{2\sqrt{\pi}} \int_0^\infty e^{-ts/4} \left( 4\pi \frac{t}{s} \right)^{-N/2} \int_{\mathbb{R}^N} e^{-|y|^2/4t} f(x-y) dy \, ds \\
= \frac{t^{1/2}}{2\sqrt{\pi}} (4\pi t)^{-N/2} \int_{\mathbb{R}^N} f(x-y) dy \int_0^\infty s^{-N/2} e^{-|y|^2/4t} s^{-1/2} ds \\
= \frac{t^{1/2}}{2\sqrt{\pi}} (4\pi)^{-N/2} \int_{\mathbb{R}^N} f(x-y) dy |4\pi t|^{-1/2} \\
= \pi^{-(N+1)/2} \Gamma \left( \frac{N+1}{2} \right) t \int_{\mathbb{R}^N} \frac{f(x-y)}{(t^2 + |y|^2)^{(N+1)/2}} dy.
\]

Actually, this formula is well known (see e.g. Stein [19, p. 60] where it is studied in connection with \( N \)-dimensional singular integrals). The case \( N = 1 \) is studied in Butzer-Berens [6, Chapter 4]. We shall prove the following.

**Proposition 3.2.** The Laplacian \( \Delta \) on \( L^p(\mathbb{R}^N) \), \( 1 \leq p < \infty \), with maximal distributional domain is the generator of an \( \alpha \)-times integrated cosine function for any \( \alpha > (N-1)\frac{1}{2} - \frac{1}{p} \).

Before proving this proposition, we remark that for \( N = 1 \), \( \Delta \) generates the cosine function \( C(t) \) given by d’Alembert’s formula
\[
C(t)f(x) = \frac{1}{2} (f(x+t) + f(x-t)), \quad f \in L^p(\mathbb{R}), x,t \in \mathbb{R}.
\]

In the proof of Proposition 3.2, we may therefore omit this case. However, we need the corresponding estimate for the remark following Proposition 3.4.

**Proof of Proposition 3.2.** It suffices to prove that the semigroup \( T_{1/2}(z) \) generated by \(-\Delta)^{1/2}\) satisfies the estimate in Theorem 2.3. We apply the Riesz-Thorin interpolation theorem.

Let us denote momentarily the corresponding semigroup in \( L^p(\mathbb{R}^N) \) by \( T_{1/2}^p(z) \). Then these semigroups are consistent. This means that \( T_{1/2}^p(t)f = T_{1/2}^q(t) \) for \( f \in L^p \cap L^q \). Moreover \( (T_{1/2}^p(z))^\ast = T_{1/2}^q(\overline{z}) \) for \( 1 \leq p \leq 2 \), \( \frac{1}{p} + \frac{1}{q} = 1 \) and \( \text{Re} z > 0 \), where \( U^\ast \) denotes the adjoint of \( U \) for \( U \in \mathcal{L}(X) \). So we may consider only \( 1 \leq p \leq 2 \).

In \( L^2(\mathbb{R}^N) \), by self-adjointness, the semigroup satisfies \( \sup_{\text{Re} z > 0} \| T_{1/2}(z) \| < \infty \).

We establish the estimate in \( L^1(\mathbb{R}^N) \). The operator \( T(z) \) is given by the above formula with \( t \) being replaced by \( z \). The operator \( T_{1/2}(z) \) is of convolution type in \( L^1(\mathbb{R}^N) \) and hence its norm is given by
\[
\| T_{1/2}(z) \|_1 = \text{const} |z| \int_{\mathbb{R}^N} \frac{dy}{|z|^2 + |y|^2((N+1)/2)}, \quad \text{Re} z > 0.
\]

Using spherical coordinates in \( \mathbb{R}^N \), we obtain
\[
\| T_{1/2}(z) \|_1 = \text{const} \int_0^\infty \frac{r^{N-1} dr}{|z|^2 + |r|^2((N+1)/2)}, \quad \text{Re} z > 0.
\]
Now the change of variable $r \to r |z|$ yields
\[
\|T_{1/2}(z)\|_1 \leq \text{const} \int_0^\infty \frac{r^{N-1} dr}{[(\frac{|z|}{r})^2 + |r|^2]^{(N+1)/2}}
\]
\[
= \text{const} \int_0^\infty \frac{r^{N-1} dr}{r^2 + |z|^2}^{(N+1)/2}
\]
\[
= \text{const} \int_0^\infty \frac{r^{N-1} dr}{r^4 + 2r^2 \cos 2\theta + 1}^{(N+1)/2}
\]
\[
= \text{const} \left\{ \int_{\cos \theta}^{1 - \cos \theta} \frac{r^{N-1} dr}{r^4 - 2r^2 + 1}^{(N+1)/2} + \int_{1 + \cos \theta}^{2} + \int_{1 - \cos \theta}^{\infty} \right\}
\]
\[
= \text{const}(I_1 + I_2 + I_3 + I_4)
\]
where $\theta = \text{Arg} z$. For the estimate, it is sufficient to consider $\pi/4 \leq \theta < \pi/2$. We will consider each term separately.

(1) \[
I_4 \leq \int_2^\infty \frac{r^{N-1} dr}{r^4 - 2r^2 + 1}^{(N+1)/4} = M_1 < \infty,
\]

(2) \[
I_3 \leq 2^{N-1} \int_{1 + \cos \theta}^{2} \frac{dr}{(r^4 - 2r^2 + 1)(N+1)/4} \leq \text{const} \int_{1 + \cos \theta}^{2} \frac{dr}{(r^4 - 1)(N+1)/2}.
\]

Therefore we have $I_3 \leq \text{const} (\frac{1}{\cos \theta})^{(N-1)/2}$ if $N > 1$ and $I_3 \leq \text{const} \ln(1 + \frac{1}{\cos \theta})$ if $N = 1$.

(3) For $0 < r \leq 2$, one proves by an easy computation that $r^4 + 2r^2 \cos 2\theta + 1 = |e^{2i\theta} + r^2|^2 \geq \sin 2\theta$ ($r \geq 0, \theta \in [\frac{\pi}{4}, \frac{\pi}{2}]$). Hence
\[
I_2 \leq \int_{1 + \cos \theta}^{2} \frac{r^{N-1} dr}{(\sin 2\theta)(N+1)/2} \leq \text{const} \cos \theta (\sin 2\theta)^{-(N+1)/2} \leq \text{const} (\cos \theta)^{-(N-1)/2}.
\]

(4) \[
I_1 \leq \int_0^{1 - \cos \theta} \frac{r^{N-1} dr}{|r^4 - 2r^2 + 1|^{(N+1)/4}} \leq \text{const} \int_0^{1 - \cos \theta} \frac{dr}{(-r + 1)(N+1)/2}
\]
and as above, we obtain $I_1 \leq \text{const} (\frac{1}{\cos \theta})^{(N-1)/2}$ if $N > 1$ and $I_1 \leq \text{const} \ln(\frac{1}{\cos \theta})$ for $N = 1$.

By the Riesz-Thorin interpolation theorem, Theorem 2.3 and Lemma 3.1, the proposition is proved.

For the approach to this result using Fourier multipliers, see Hieber [12].

Next we prove that in $L^1(\mathbb{R})$, $i(-\Delta)^{1/2}$ is not a $C_0$-semigroup generator. For the proof, we need the following lemma.
Lemma 3.3. Assume that the operator $A$ generates a holomorphic semigroup $(T(z))$ of angle $\frac{\pi}{2}$ and that $iA$ generates a $C_0$-semigroup $(S(t))$. Let $\tau > 0$. Then for all $s \in [0, \tau]$,

\begin{equation}
\lim_{t \to 0} T(t + is)x = S(s)x \quad \text{for all } x \in X.
\end{equation}

In particular, for all $R > 0$,

\begin{equation}
\sup_{\text{Re} z > 0, |z| \leq R} \|T(z)\| < \infty.
\end{equation}

Proof. We first note that for the operator $A$, Ljubich’s uniqueness condition

\begin{equation}
\limsup_{\lambda \to +\infty} \frac{1}{\lambda} \ln \|R(\lambda, A)\| = 0
\end{equation}

holds. It follows that the Cauchy problem

\begin{equation*}
\begin{aligned}
u'(t) &= Av(t), \quad 0 \leq t \leq \tau; \quad u(0) = 0
\end{aligned}
\end{equation*}

has at most one classical solution. The same is valid if we replace $A$ by $iA$. Let $x \in D(A)$. Denote by $U(it)x$ for $t \in [0, \tau]$ the solution of

\begin{equation*}
\begin{aligned}
u'(t) &= iAv(t), \quad 0 \leq t \leq \tau; \quad u(0) = x.
\end{aligned}
\end{equation*}

Let $W(t, s)x := T(t + is)x - T(t)U(is)x$, $s \in [0, \tau]$. Then $W(t, 0)x = 0$. We have

\begin{equation*}
\begin{aligned}
dds W(t, s)x &= iAT(t + is)x - iAT(t)U(is)x \\
&= iA(T(t + is)x - T(t)U(is)x) \\
&= iAW(t, s)x.
\end{aligned}
\end{equation*}

From the uniqueness theorem, it follows that

\begin{equation*}
T(t + is)x = T(t)U(is)x
\end{equation*}

for $x \in D(A)$, $t > 0$, $0 \leq s \leq \tau$. But $U(is)x = S(s)x$ for $x \in D(A)$. It follows that (3-6) holds for $x \in D(A)$ which is dense in $X$. The convergence for arbitrary $x$ follows by the uniform boundedness theorem.

We remark that this lemma can be generalized to the case where the boundary value is an $\alpha$-times integrated semigroup. By the uniform boundedness theorem, one also sees that the convergence in (3-6) is uniform in $t$ on compact subsets of $[0, \infty)$.

Proposition 3.4. The operator $i(-\Delta)^{1/2}$ on $L^1(\mathbb{R}^1)$ does not generate a $C_0$-semigroup.

Proof. We have by the above formula

\begin{equation*}
\|T_{1/2}(z)\|_1 = \text{const} \int_0^\infty \frac{dr}{|r^4 + 2r^2 \cos 2\theta + 1|^{1/2}}
\end{equation*}

where const is a positive constant.

Assume that there exists a strong limit $s\lim_{\theta \to -\pi/2} T_{1/2}(e^{i\theta})$. Then by the uniform boundedness theorem

\begin{equation*}
\liminf_{\theta \to -\pi/2} \|T_{1/2}(e^{i\theta})\|_1 < \infty.
\end{equation*}
Moreover, the generator of the cosine function given by the d’Alembert formula

\[ \text{Theorem 4.1.} \quad \text{Let} \quad A = \frac{\partial^2}{\partial x^2} \quad \text{with domain} \quad W^{2,p}(\mathbb{R}) \quad \text{in} \quad X = L^p(\mathbb{R}), \quad 1 \leq p < \infty. \quad A \quad \text{is the generator of the cosine function given by the d’Alembert formula} \]

\[ C(t)f(x) = \frac{1}{2}(f(x + t) + f(x - t)), \quad f \in X, x, t \in \mathbb{R}. \]

The associated sine function (the once integrated cosine function) is

\[ S(t)f(x) = \frac{1}{2} \int_0^t C(s)f(x)ds = \frac{1}{2} \int_{x-t}^{x+t} f(s)ds, \quad f \in X, x, t \in \mathbb{R}. \]

Let \( (Hf)(x) = \lim_{\varepsilon \to 0} \int_{|x| \geq \varepsilon} \frac{1}{\pi}f(x - s)ds \) be the Hilbert transform where \( \text{p.v.} \) denotes the principal value in the sense of Cauchy. Then by the theorem of M. Riesz (see [6, Theorem 4.2.5, p. 244] or [19, p. 38]), \( H \in \mathcal{L}(L^p(\mathbb{R})) \) for \( 1 < p < \infty \). The generator of the Poisson semigroup is \((−Δ)^{1/2}\) where \( A \) is the Laplace operator \( Δ \) with maximal distributional domain on \( L^p(\mathbb{R}) \) and we have

\[ -(−Δ)^{1/2}f(x) = H \left( \frac{\partial f}{\partial x}(x) \right) = \frac{\partial}{\partial x}(Hf(x)). \]

Moreover, \( D((−Δ)^{1/2}) = W^{1,p}(\mathbb{R}), \quad 1 < p < \infty \) (see [6, Chapter 4, p. 248]). An easy computation yields

\[ (−Δ)^{1/2}S(t)f(x) = \frac{1}{2}H(f(x + t) - f(x - t)). \]

From the boundedness of the Hilbert transform, it follows that \((−Δ)^{1/2}S(t)\) is a strongly continuous \( \mathcal{L}(L^p(\mathbb{R})) \)-valued mapping. Using Laplace transform, one easily verifies that

\[ U(t) = C(t) + i(−Δ)^{1/2}S(t) \]

is a strongly continuous group with generator \( i(−Δ)^{1/2} \).

We have thus proved that \( \{T_{1/2}(z), \text{Re} \, z > 0\} \) admits a boundary value which is a bounded strongly continuous group. From [13, Theorem 17.9.1 and 17.9.2] it follows that \( \{T_{1/2}(z), \text{Re} \, z > 0\} \) satisfies (2-3).

4. The second order Cauchy problem: The general case

Using the representation (3-4) of Section 3, we shall prove the following.

**Theorem 4.1.** Let \( \alpha > 0 \). Assume that \( A \) generates a holomorphic semigroup \( (T(z)) \) of angle \( \frac{\pi}{2} \) satisfying

\( i ) \quad ||T(z)|| \leq M \left( \frac{|z|}{\text{Re} \, z} \right)^\alpha, \quad \text{Re} \, z > 0. \)
Then \((-A)^{1/2}\) is the generator of holomorphic semigroup \((T_{1/2}(z))\) of angle \(\frac{\pi}{4}\) satisfying

\[
\|T_{1/2}(z)\| < M' \left( \frac{|z|}{\text{Re} \, z} \right)^{\alpha + 1/2}, \quad \text{Re} \, z > 0.
\]

(ii) Consequently, \(A\) generates a \(\beta\)-times integrated cosine function for any \(\beta > \alpha + 1/2\).

Proof. It follows from (i) that \(\sup_{t \geq 0} \|T(t)\| < \infty\) and so one can define \((-A)^{1/2}\) and the corresponding semigroup is given by (3-4):

\[
T_{1/2}(t) = \frac{t^{1/2}}{2\sqrt{\pi}} \int_0^\infty e^{-s/4} T(ts) x \frac{ds}{s^{3/2}}, \quad x \in X, t > 0.
\]

From this it is plain that \((T_{1/2}(t))\) can be continued holomorphically to the right half-plane \(\{z : \text{Re} \, z > 0\}\).

(4-1) \(T_{1/2}(z)x = \frac{z^{1/2}}{2\sqrt{\pi}} \int_0^\infty e^{-z/4s} T(zs) x \frac{ds}{s^{3/2}}, \quad x \in X, \text{Re} \, z > 0,
\)

where we choose \(z^{1/2}\) to be positive when \(z\) is positive. We now estimate \(\|T_{1/2}(z)\|:\)

\[
\|T_{1/2}(z)\| = \frac{|z|^{1/2}}{2\sqrt{\pi}} \left( \int_0^\infty e^{-z/4s} T(zs) \frac{ds}{s^{3/2}} \right)^{\alpha + 1/2}
\]

\[
\leq \frac{|z|^{1/2}}{2\sqrt{\pi}} M \left( \frac{|z|}{\text{Re} \, z} \right)^{\alpha} \left( \int_0^\infty e^{-z/4s} \frac{ds}{s^{3/2}} \right)^{\alpha + 1/2}
\]

\[
\leq \frac{|z|^{1/2}}{2\sqrt{\pi}} M \left( \frac{|z|}{\text{Re} \, z} \right)^{\alpha} \left( \frac{1}{\text{Re} \, z} \right)^{1/2} \left( \int_0^\infty e^{-1/4s} \frac{ds}{s^{3/2}} \right)^{\alpha + 1/2}
\]

\[
= \text{const} \left( \frac{|z|}{\text{Re} \, z} \right)^{\alpha + 1/2}.
\]

By application of Theorem 2.3, we obtain that \(i(-A)^{1/2}\) is the generator of a \(\beta\)-times integrated group for any \(\beta > \alpha + 1/2\). It now follows from Lemma 3.1 that \(A\) generates a \(\beta\)-times integrated cosine function for \(\beta > \alpha + 1/2\).

Remark 1. An \(\alpha\)-times integrated group \((S(t))\) satisfying the estimate

\[
\sup_{t \neq 0} \frac{\|S(t)\|}{|t|^{\alpha}} < \infty
\]

is called tempered. Such integrated groups have been studied in [9]. See also Balabane, Emamirad and Jazar [4] where tempered integrated semigroups are studied using the theory of spectral distributions of Colojoara and Foias.

Similarly, if \((S(t))\) is an \(\alpha\)-times integrated cosine function satisfying the above estimate (4-2), then we say that it is tempered. It follows from the above proof that the integrated cosine functions we obtain in Proposition 3.2 and Theorem 4.1 are tempered.

Remark 2. Let \((T(t))\) be a bounded semigroup. By Yosida [20, Chapter IX, pp. 263–264], if \(A\) is the generator of \((T(t))\), then the fractional powers \((-A)^{\alpha}, 0 < \alpha < 1\), generate holomorphic semigroups. The explicit representation (2-5) gives that for \(\alpha = 1/2\), the angle of the corresponding semigroup is at least \(\frac{\pi}{4}\). In our case,
(T(t)) is holomorphic of angle $\frac{\pi}{2}$ and (2-5) gives the same angle for the semigroup generated by $-(\mathcal{A})^{1/2}$.

**Example 1.** Denote by $\mathbb{C}_+$ the right half-plane $\{z: \text{Re } z > 0\}$ and $H(\mathbb{C}_+)$ the space of functions holomorphic in $\mathbb{C}_+$. Consider the Banach space $X := \left\{ f \in C(\mathbb{C}_+) \cap H(\mathbb{C}_+); \lim_{|z| \to \infty} |f(z)| = 0 \right\}$ with supremum norm.

Let $(T(z))$ be defined by

$$T(z)f(\zeta) = f(z + \zeta), \quad \text{Re } z \geq 0, \text{Re } \zeta \geq 0.$$ 

Then $(T(z))$ is a strongly continuous holomorphic semigroup of angle $\frac{\pi}{2}$. Moreover, we have $\|T(z)\| \leq 1$, Re $z > 0$. Let $0 < \alpha < 1/2$ and

$$f_\alpha(\zeta) = \frac{c^\alpha}{1 + \zeta}.$$ 

Then from (3-4)' above, we have

$$T_{1/2}(z)f_\alpha(\zeta) = \text{const} \frac{z^{1/2}}{2\sqrt{\pi}} \int_0^\infty e^{-s/4} \left( (\zeta + z)s \right)^{\alpha} \frac{ds}{s^{3/2}}$$

and after another change of variable

$$(4-3) \quad T_{1/2}(t)x = \frac{t^{1/2}}{2\sqrt{\pi}} \int_0^\infty e^{-s/4} T(t/s)x \frac{ds}{s^{1/2}}, \quad x \in X, \text{Re } z > 0.$$ 

Here again, const is a positive constant. Throughout the proof, const may vary without depending on $\alpha$ and $z$.

It follows that

$$T_{1/2}(z)f_\alpha(\zeta) = \text{const} \frac{z^{1/2}}{2\sqrt{\pi}} \int_0^\infty e^{-s/4} \left( (\zeta + z)s \right)^{\alpha} \frac{ds}{s^{3/2}}, \quad \text{Re } z > 0.$$ 

Therefore if $|z| = 1$, then

$$\|T_{1/2}(z)f_\alpha\| \geq |T_{1/2}(z)f_\alpha(0)|$$

$$= \text{const} \frac{|z|^{1/2}}{2\sqrt{\pi}} \int_0^\infty e^{-s/4} \left( \frac{z}{s} \right)^{\alpha} \frac{ds}{s^{1/2}}$$

$$= \frac{|z|^{1/2}|z|^\alpha}{|z|^{1/2-\alpha}} \int_0^\infty e^{-s} \left( 1 + \frac{z}{s} \right)^{-1/2-\alpha} \frac{ds}{s^{1/2}}$$

$$\geq \frac{|z|^{1/2+\alpha}}{2(\text{Re } z)^{1/2-\alpha}} \int_0^\infty e^{-s} s^{-1/2-\alpha} ds$$

$$= \text{const} \frac{1}{(\text{Re } z)^{1/2-\alpha}}$$

where we have assumed $|z| = 1$ so that $z + \frac{1}{2}$ becomes real. It is easily verified that $\|f_\alpha\| \leq 1$. Therefore for $|z| = 1$, we have

$$\|T_{1/2}(z)\| \geq \frac{\|T_{1/2}(z)f_\alpha\|}{\|f_\alpha\|} \geq \text{const}(\text{Re } z)^{-1/2}.$$ 

It follows from Theorem 2.3 ((i) $\Rightarrow$ (ii)) that our result is optimal, since in the example, $\alpha$ can be chosen arbitrary in $(0, 1/2)$.  \[ \square \]
5. Application to the Wave Equation in $L^p(\Omega)$

In this section, we apply Theorem 4.1 to elliptic operators with variable coefficients.

Let $\Omega \subset \mathbb{R}^N$ be open and $(a_{ij}(x), 1 \leq i, j \leq N)$ be real valued functions belonging to $L^\infty_{loc}(\Omega)$ and such that $a_{ij} = a_{ji}$. As a general reference, see [7]. We assume that there are two positive constants $\lambda$ and $\mu$ such that the following ellipticity condition is satisfied:

$$0 < \lambda |\psi|^2 \leq \sum_{1 \leq i,j \leq N} a_{ij}(x) \psi_i \overline{\psi}_j \leq \mu |\psi|^2, \quad \psi \in \mathbb{C}^N \setminus \{0\}, \text{ a.e. in } \Omega.$$  

Consider the two nonnegative symmetric quadratic forms $a$ and $b$ below:

$$a: H^1(\Omega) \times H^1(\Omega) \to \mathbb{C},$$

$$a(u, v) = \sum_{1 \leq i,j \leq N} \left( a_{ij}(x) \frac{\partial u}{\partial x_i}, \frac{\partial v}{\partial x_j} \right)_{L^2(\Omega)}$$

and

$$b: H^1_0(\Omega) \times H^1_0(\Omega) \to \mathbb{C},$$

$$b(u, v) = \sum_{1 \leq i,j \leq N} \left( a_{ij}(x) \frac{\partial u}{\partial x_i}, \frac{\partial v}{\partial x_j} \right)_{L^2(\Omega)}.$$ 

The forms $a$ and $b$ correspond respectively to Dirichlet and Neumann boundary conditions. In symbols, we use $D$ and $Ne$. We denote by $A^D_2$ and $A^Ne_2$ the associated self-adjoint operators in $L^2(\Omega)$. In the following, $\Omega$ may be an arbitrary open subset of $\mathbb{R}^N$ when we consider Dirichlet boundary conditions; but we assume that $\Omega$ has the extension property (e.g. $\Omega$ may be of class $C^1$) in the case where we deal with Neumann boundary conditions.

The semigroup $(T_2(t))$ generated by $A^D_2$ or $A^Ne_2$ possesses a kernel $K$ satisfying

$$0 \leq K(t, x, y) \leq c(4\pi t)^{-N/2} \exp(-d(x-y)^2/4t), \quad 0 < t \leq 1, x, y \in \Omega,$$

where $c$ and $d$ are positive constants (see [7]). Actually, the semigroups can be extended analytically to $\{ z : \text{Re} \, z > 0 \}$ and in [7, p. 103] it is proved that the kernel satisfies the complex estimate

$$|K(z, x, y)| \leq c(4\pi \text{Re} \, z)^{-N/2} \exp(-\text{Re}[d(x-y)^2/4z]),$$

$\text{Re} \, z > 0, x, y \in \Omega$.

Using (2-4) and the Riesz interpolation theorem, the following proposition is proved in [9, Proposition 6.1, p. 48].

**Proposition 5.1.** For $1 \leq p < \infty$, there exists a $C_0$-holomorphic semigroup of angle $\pi/2(T_p(t))$ in $L^p(\Omega)$ satisfying $T_p(t)f = T_2(t)f$ for $f \in L^p(\Omega) \cap L^2(\Omega)$. Moreover

$$\|T_p(z)\| \leq M e^{\omega \text{Re} \, z} \left( \frac{|z|}{\text{Re} \, z} \right)^{2N[1/2-1/p]}, \quad \text{Re} \, z > 0.$$ 

In applications, using this proposition, we may take $\omega = 0$ because all the families we consider are stable under perturbations by multiples of the identity operator. Combining Theorem 2.3, Theorem 4.1 and Proposition 5.1 we obtain the following.
Theorem 5.2. Let $1 < p < \infty$ and $-A_p$ be the infinitesimal generator of $(T_p(t))$. Then $-A_p$ is the generator of an $\alpha$-times integrated cosine function in $L^p(\Omega)$ for any $\alpha$ satisfying $\alpha > 2N |\frac{1}{2} - \frac{1}{p}| + \frac{1}{2}$.

Remark. In the case where $\Omega$ has finite Lebesgue measure, the above constants can be considerably improved. The semigroup $T_p(z)$ of Proposition 5.1 now satisfies the estimate

$$\|T_p(z)\| \leq Me^{\omega z} \left(\frac{1}{\text{Re } z}\right)^{(N/2)[1/2 - 1/p]}, \quad \text{Re } z > 0.$$  \hfill (5-5)

This is established in [9, Proposition 6.3, p. 49] using the fact that in this case, $L^\infty(\Omega) \subset L^p(\Omega)$.

In this case we can use the following version of the trace theorem.

Theorem 5.3 (El-Mennaoui [9, Theorem 4.1, p. 38]). Let $\beta \geq 0$. Assume that $A$ is the generator of a holomorphic semigroup $(T(z))$ of angle $\pi/2$. Then the following assertions are equivalent.

(a) For all $\alpha > \beta$, there exist $M, \omega \geq 0$ such that

$$\|T(z)\| \leq Me^{\omega |z|} (\text{Re } z)^{-\alpha}, \quad \text{Re } z > 0.$$  \hfill (5-6)

(b) For all $\alpha > \beta$, $iA$ generates an $\alpha$-times integrated group $(S(t))$ on $X$.

Combining these two facts we obtain the following:

Theorem 5.4. Let $1 < p < \infty$ and let $-A_p$ be the infinitesimal generator of $(T_p(t))$ as in Proposition 5.1. Assume moreover that $\Omega$ has finite Lebesgue measure. Then $-A_p$ is the generator of an $\alpha$-times integrated cosine function in $L^p(\Omega)$ for any $\alpha$ satisfying $\alpha > N |\frac{1}{2} - \frac{1}{p}| + \frac{1}{2}$.

Proof. Consider the extension of $(3-4)''$ (giving the semigroup $(T_{p}^{1/2}(t))$ generated by the square root of the generator of $(T_p(t))$) to $\{ z : \text{Re } z > 0 \}$. As already noticed above, we may take $\omega = 0$ in (5-5). Using (5-5) and this representation, we obtain an estimate for $\{ (T_{p}^{1/2}(z)), \text{Re } z > 0 \}$. Application of Theorem 5.3 yields the result. We omit the details of the computations. \hfill \Box

We note that no optimality result is known in general for the above constants.
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