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Abstract. If \( f : \mathbb{R}^m \to \mathbb{R}^m \) is continuous and locally injective, then \( f \) is in fact surjective and a homeomorphism, provided \( f \) is definable in an o-minimal expansion without poles of the ordered additive group of real numbers; ‘without poles’ means that every one-variable definable function is locally bounded. Some general properties of definable maps in o-minimal expansions of ordered abelian groups without poles are also established.

1. Introduction

Let \( \mathcal{R} \) be an expansion of a (nontrivial) divisible ordered abelian group; note that the ordering on \( \mathcal{R} \) is dense. The topology on \( \mathcal{R} \) is the interval topology which has the open intervals as a basis; the topology on \( \mathcal{R}^n \) is the inherited product topology. A subset \( S \) of \( \mathcal{R}^n \) is bounded if there is some positive \( r \in \mathcal{R} \) such that \( S \subseteq [-r, r]^n \). The structure \( \mathcal{R} \) is o-minimal if every (first-order) definable subset of \( \mathcal{R} \) is the finite union of points and open intervals (here the language used for defining sets extends \( \{<, 0, +, -\} \), the language of ordered abelian groups). Throughout, “definable” will mean definable with parameters from the structure; to indicate definable without parameters we will write “0-definable”.

We say that the structure \( \mathcal{R} \) has no poles if every definable function \( f : \mathcal{R} \to \mathcal{R} \) is locally bounded, that is, each point of \( \mathcal{R} \) has a neighborhood on which \( f \) is bounded.

The main result proved in this paper is the following.

Theorem. Let \( \mathcal{R} \) be an o-minimal expansion of \( (\mathbb{R}, <, 0, +, -) \) without poles. Let \( f : \mathbb{R}^m \to \mathbb{R}^m \) be definable in \( \mathcal{R} \). If \( f \) is continuous and locally injective, then \( f \) is a homeomorphism onto \( \mathbb{R}^m \).

This result extends a known result for piecewise linear maps; see [ER]. The main source of structures without poles is the following result from Theorem 1.2 of [Pe] or [PSS].

Proposition. Let \( B_i \subseteq \mathbb{R}^{n_i} \) be bounded, \( i \in I \). The structure

\[
\mathcal{R} = (\mathbb{R}, <, 0, +, -, \{\lambda_a\}_{a \in \mathbb{R}}, \{B_i\}_{i \in I})
\]
(where \( \lambda_a \) is scalar multiplication by \( a \)) has no poles. (Note that if in addition all the \( B_i \) are definable in a common o-minimal expansion of the additive group of real numbers, then \( R \) is o-minimal.)

2. Notation and General Facts

Let \( \mathcal{L} \) be the language of \( R \). A fundamental fact from the theory of o-minimal structures is that if \( R \) is o-minimal, then every \( \mathcal{L} \)-structure elementarily equivalent to \( R \) is also o-minimal. Furthermore, if \( R \) is o-minimal and some nonzero element of \( R \) is 0-definable, then \( \text{Th}(R) \), the complete theory of \( R \), has definable skolem functions. Having definable skolem functions implies that \( \{t^R \mid t \text{ is a variable-free } \mathcal{L}\text{-term}\} \) is the underlying set of an elementary substructure \( P \preceq R \), and \( P \) is a prime model of \( \text{Th}(R) \). In light of this, from now on we assume that some nonzero element of \( R \) is 0-definable. If this were not the case, then we could choose some nonzero element of \( R \) and add a constant symbol for it to the language—this would not change the class of definable sets (although it would change the class of 0-definable sets).

If \( f : R \to R \) is definable and locally bounded, then we say that \( f \) has no poles in \( R \). Assume that \( R \) is o-minimal and that every 0-definable function from \( R \) to \( R \) has no poles in \( R \). We will show that then every definable function from \( R \) to \( R \) has no poles in \( R \). To see this, assume that \( f : R \to R \) is a definable function with a pole in \( R \) and let \( \varphi(r_1, \ldots, r_n, x, y) \) be the formula defining \( f \) where \( r_1, \ldots, r_n \in R \). So, \( \text{Th}(R) \) proves the sentence “\( \exists z_1, \ldots, z_n[\varphi(z_1, \ldots, z_n, x, y) \) defines a total function and has a pole]” (which has no parameters) and so there are \( p_1, \ldots, p_n \) in the prime model \( P \) such that \( \varphi(p_1, \ldots, p_n, x, y) \) is 0-definable and defines a function \( g : P \to P \) which has a pole. But \( P \preceq R \) and thus \( g^R : R \to R \) is 0-definable with a pole, contradicting our assumption on \( R \).

Thus “having no poles” in \( R \) is preserved under elementary equivalence: if \( R \) is o-minimal and has no poles and \( R' \equiv R \), then \( R' \) has no poles.

Notation. We define \( \pi_n : R^n \to R^{n-1} \) by \( \pi_n(x_1, \ldots, x_{n-1}, x_n) = (x_1, \ldots, x_{n-1}) \) for \( n > 1 \). If \( S \subseteq R^{m+n} \) and \( x \in R^m \), define \( S_x := \{y \in R^n : (x, y) \in S\} \), the fiber of \( S \) over \( x \).

3. Results

From now on \( R \) is assumed to be o-minimal without poles.

Proposition. Let \( S \subseteq R^n \) be a bounded definable set, and let \( f : S \to R \) be a definable function. Then \( f(S) \) is bounded.

Proof. By induction on \( n \). Let \( n = 1 \). Use the Monotonicity Theorem (see [KPS]) to decompose \( S \) into a finite number of subintervals so that \( f \) is monotone on each subinterval. Since each subinterval has its endpoints in \( R \) and is bounded, and there can be no functions with poles, \( f \) must be bounded on each subinterval and hence must be bounded on all of \( S \).

Suppose \( n > 1 \). If \( a \in \pi_n S \), then \( S_a \) is a bounded set, and so by induction the function \( x \mapsto f(a, x) : S_a \to R \) is bounded. Thus it makes sense to define a function \( h : \pi_n S \to R \) by \( h(a) := \sup_{x \in S_a} |f(a, x)| \) (since in an o-minimal structure \( R \) every definable bounded subset of \( R \) has a supremum in \( R \)). Note that if \( h \) is bounded on \( \pi_n S \), then \( f \) must be bounded on \( S \). But \( \pi_n S \) is a bounded definable subset of \( R^{n-1} \) and so by the inductive hypothesis, \( h \) is bounded on \( \pi_n S \).
Definition. Let $X \subseteq \mathbb{R}^n$ be a definable set. A definable curve in $X$ is a definable map $\gamma : (a, b) \to X$ where $(a, b) \subseteq \mathbb{R}$ and $-\infty < a < b < +\infty$. If $\gamma : (a, b) \to X$ is a definable curve in $X$ and $\lim_{t \to b^-} \gamma(t) = p \in \mathbb{R}^n$, we write $\gamma \to p$. If there exists a (necessarily unique) point $p \in \mathbb{R}^n$ such that $\gamma \to p$ we say that $\gamma$ is completeable; if in addition $p \in X$, we say that $\gamma$ is completeable in $X$.

We can now use the above proposition and Curve Selection to prove the following facts. (For a statement and proof of Curve Selection, see [vdDL].)

Facts. Let $X \subseteq \mathbb{R}^n$ be definable. (1) Every definable curve in $X$ is completeable. (2) $X$ is closed if and only if every definable curve in $X$ is completeable in $X$. (3) Let $Y \subseteq \mathbb{R}^m$ be definable. If $f : X \to Y$ is a definable map with $p \in X$, then $f$ is continuous at the point $p$ if and only if for each definable curve $\gamma$ in $X$ with $\gamma \to p$ we have $f(\gamma) \to f(p)$.

Proposition. Let $S \subseteq \mathbb{R}^m$ be definable and $f : S \to \mathbb{R}^n$ a definable map. The graph of $f$ is closed in $S \times \mathbb{R}^n$ if and only if $f$ is continuous.

Proof. That the continuity of $f$ implies that the graph of $f$ is closed in $S \times \mathbb{R}^n$ is well known. On the other hand, assume that the graph of $f$ is closed in $S \times \mathbb{R}^n$. Let $p \in S$. It suffices by (3) above to show that for every definable curve $\gamma$ in $S$ if $\gamma \to p$, then $f(\gamma) \to f(p)$. Fix a definable curve $\gamma : (a, b) \to S$ such that $\lim_{t \to b^-} \gamma(t) = p$. We need to show that $f(\gamma) \to f(p)$. Let $X$ denote the graph of $f$. Define in $X$ a definable curve $\gamma_X$ by $t \mapsto (\gamma(t), f(\gamma(t))) : (a, b) \to X$. Since $X$ is closed, $\gamma_X$ is completeable, say $\gamma_X \to (z, f(z)) \in X$ where $z \in S$. It is easy to see that $\gamma \to z$ and $f(\gamma) \to f(z)$ and hence $z = p$, which shows that $f(\gamma) \to f(p)$ as desired. \hfill $\square$

Proposition. Let $S$ be a definable closed subset of $\mathbb{R}^m$ and $f : S \to \mathbb{R}^n$ a definable continuous map. Then $f(S)$ is closed.

Proof. We will show that every definable curve in $f(S)$ is completeable in $f(S)$, which implies $f(S)$ is closed. Let $\gamma : (a, b) \to f(S)$ be a definable curve such that $\gamma \to z \in \mathbb{R}^n$. It suffices to show that $z \in f(S)$. Let $\Gamma \subseteq f(S)$ be the image of $(a, b)$ under $\gamma$. By Definable Choice (see [vdDL]) there is a definable set $B \subseteq S$ such that $f|_B$ is injective and $f(B) = \Gamma$; let $g : \Gamma \to B$ be inverse to $f$. Define a new definable curve $\eta : (a, b) \to B$ by $\eta(t) := g(\gamma(t))$. As $S$ is closed, the definable curve $\eta$ is completeable in $S$, say $\eta \to s \in S$. Now,

$$s = \lim_{t \to b^-} \eta(t),$$

and as $f$ is continuous,

$$f(s) = f\left(\lim_{t \to b^-} \eta(t)\right) = \lim_{t \to b^-} f(\eta(t)) = \lim_{t \to b^-} f(g(\gamma(t))) = \lim_{t \to b^-} \gamma(t) = z.$$

Thus, $z \in f(S)$. \hfill $\square$

Theorem. Let $\mathcal{R}$ be an o-minimal expansion of $(\mathbb{R}, <, 0, +, -)$ without poles. Let $f : \mathbb{R}^m \to \mathbb{R}^m$ be definable in $\mathcal{R}$. If $f$ is continuous and locally injective, then $f$ is a homeomorphism onto $\mathbb{R}^m$.

Proof. Assume $f$ is continuous and locally injective. By the previous proposition, $f(\mathbb{R}^m)$ is closed in $\mathbb{R}^m$. It follows from Invariance of Domain that the image $f(\mathbb{R}^m)$ is open in $\mathbb{R}^m$ and that $f$ is a local homeomorphism (see [D]). Thus, $f(\mathbb{R}^m)$ is open.
and closed in $\mathbb{R}^m$ and so $f(\mathbb{R}^m)$ is equal to all of $\mathbb{R}^m$. Therefore $f$ is surjective and a local homeomorphism.

A continuous map $g : X \to Y$ where $X$ and $Y$ are both locally compact and Hausdorff is called proper if the inverse image of every compact set in $Y$ is compact in $X$. As $\mathcal{R}$ is $\omega$-minimal, for each $x \in \mathcal{R}$ the fiber $f^{-1}(x)$ is finite. Together with the fact that $f$ is closed and continuous, this shows that $f$ is a proper map (see Theorem I in §10.2, Chapter I of [B]). But a surjective proper local homeomorphism is a covering map (see [F]). As $\mathbb{R}^m$ is simply connected, $f$ must in fact be a homeomorphism. □

Remark. The above proof goes through when we replace $\mathbb{R}^m$ by any closed, simply connected definable subset of $\mathbb{R}^m$.

Remark. The role of surjectivity in the proof of the above is essential. So perhaps all we need for $f : \mathbb{R}^n \to \mathbb{R}^n$ to be a homeomorphism is that it be merely surjective and locally injective, and not necessarily definable in an $\omega$-minimal expansion without poles of $(\mathbb{R}, <, 0, +, -)$. However, as the following example shows, this is not the case.

Let $X := \{(x, y) : x > 0\}$, the right open half-plane in $\mathbb{R}^2$, and let $Y := \{(x, y) : x > 0$ and $y \geq 0\}$. Let $g$ be the function $(x, y) \mapsto (e^x, y) : \mathbb{R}^2 \to X$, a homeomorphism. Define the function $h : X \to \mathbb{R}^2 - \{(0, 0)\}$ so that $h$ is the identity on $X - Y =$ the open lower right-hand quadrant; if $p \in Y$, then $p = re^{2\pi i \theta}$ where $r > 0$ and $0 \leq \theta < 1/4$ and in this case define $h(p) := re^{8\pi i \theta}$ (here we identify the points of $\mathbb{R}^2$ with the points of $\mathbb{C}$, the complex plane). The function $h$ is a surjective local homeomorphism from $X$ onto $\mathbb{R}^2 - \{(0, 0)\}$. We now define a new map $H : \{(x, y) : 0 < x$ and $y \leq -1\} \to \mathbb{R}^2 - \{(0, -1)\}$ in the same way as we defined $h$, namely an exponential map wrapping the open quadrant around the point $(0, -1)$ (see Figure 1).

![Figure 1](image-url)

Let $f$ be the pasting together of $h$ and $H$, that is, let $f : X \to \mathbb{R}^2$ where $f$ agrees with $h$ except on the domain of $H$ where it agrees with $H$. By construction, $f$ is a local homeomorphism. Let $f' := f \circ g$. Note that $f'$ is a surjective local homeomorphism from $\mathbb{R}^2$ onto $\mathbb{R}^2$. In particular, $f'$ is not a homeomorphism, as a small neighborhood of the origin lifts to something like that shown in Figure 2.

This example is due to M. E. Hamstrom. In fact, $f'$ is not even a generalized covering map as the upper shaded region (in Figure 2) is not mapped homeomorphically onto its image (see [Hu] for the definition of generalized covering); this contradicts exercise $Q$ on page 105 of [Hu].
This example is definable in the o-minimal structure \((\mathbb{R}, +, \cdot, \exp, \sin_{[0,\pi]})\). Of course, this example is not definable in an o-minimal expansion without poles of \((\mathbb{R}, <, 0, +, -)\). Note that the role the exponential function played can be filled by semialgebraic (though nonsmooth) functions. Thus, another (but similar) example of a noninjective surjective local homeomorphism from \(\mathbb{R}^2\) to \(\mathbb{R}^2\) is definable in \((\mathbb{R}, <, 0, +, \cdot)\).

**Added in proof.** The proof of the above theorem uses some very special properties of Euclidean space, for example, Invariance of Domain and the fact that Euclidean space has no nontrivial covering spaces. However, Alex Wilkie has pointed out a very nice generalization eliminating the reliance on special properties of the real numbers at the cost of a small strengthening of the hypothesis. We make this explicit in the following theorem.

**Theorem.** Let \(\mathcal{R} = (\mathbb{R}, <, 0, 1, +, -\ldots)\) be an o-minimal expansion of an ordered abelian group with a 0-definable nonzero element without poles. Let \(f : \mathbb{R}^m \rightarrow \mathbb{R}^m\) be definable in \(\mathcal{R}\). If \(f\) is continuous and a local homeomorphism, then \(f\) is a homeomorphism onto \(\mathbb{R}^m\).

**Proof.** By the third proposition of this section, \(f(\mathbb{R}^m)\) is closed in \(\mathcal{R}^m\). As \(f\) is a local homeomorphism, in particular \(f\) is an open map, and so \(f(\mathbb{R}^m)\) is also open in \(\mathbb{R}^m\). Thus, \(f(\mathbb{R}^m)\) is a definable subset of \(\mathbb{R}^m\) which is both closed and open. But \(\mathcal{R}^m\) is definably connected, which implies that \(f(\mathbb{R}^m)\) must be all of \(\mathbb{R}^m\). Hence, \(f\) is a surjective local homeomorphism.

For each natural number \(n\) define \(S_n\) to be all those elements \(y\) of \(\mathbb{R}^m\) such that \(|f^{-1}(y)| = n\). Since \(f\) is locally injective, the fiber \(f^{-1}(y)\) is discrete for each \(y \in \mathbb{R}^m\), and as \(\mathcal{R}\) is o-minimal, \(f^{-1}(y)\) must in fact be finite. In addition, as \(f\) is surjective, we can conclude that \(\mathbb{R}^m = S_1 \cup S_2 \cup \cdots\). By the Finiteness Lemma (see [vdD]) we can further conclude that there is some largest \(N\) such that \(S_N\) is nonempty.

We next claim that \(S_N\) is both open and closed. That \(S_N\) is open is straightforward and is left to the reader. We will prove that \(S_N\) is closed. Towards a contradiction assume that \(S_N\) is not closed, witnessed by \(p \notin S_N\), an accumulation point of \(S_N\). Let \(f^{-1}(p) = \{q_1, \ldots, q_n\}\) where \(0 < n < N\). By an easy argument, we can assume that there are disjoint open neighborhoods \(U_1, \ldots, U_n\) of \(q_1, \ldots, q_n\), and a neighborhood \(V\) of \(p\) such that \(f\) maps each \(U_i\) homeomorphically onto \(V\) via \(f\). Let \(\gamma : [0, \varepsilon) \rightarrow S_N \cap V\) be an injective continuous definable path in \(S_N \cap V\) such that \(\gamma \rightarrow p\). Let \(\Gamma\) be the image of \([0, \varepsilon)\) under \(\gamma\), and let \(X := f^{-1}(\Gamma \cup \{p\})\). Furthermore, let \(U'_i := X \cap U_i\) and \(W := X - (U'_1 \cup \cdots \cup U'_n)\). Note that because \(\Gamma \subseteq S_N\), it must be that \(f(W) = \Gamma\). Because \(\Gamma \cup \{p\}\) is closed, \(X\) is also closed.
The $U'_i$ are all open in $X$, and so their union is open in $X$. Thus, $W$ is closed in $X$ and hence closed in $R^m$. So, $f(W)$ is closed. But $f(W) = \Gamma$, a nonclosed set. Contradiction.

Thus, $S_N$ is a nonempty definable open and closed subset of $R^m$, and hence $S_N = R^m$. So, $f : R^m \to R^m$ is an $N$-to-1 definable surjective map. If $S \subseteq R^m$ is definable, we let $E(S) \in Z$ denote the Euler characteristic of $S$, a useful definable invariant. In particular, the Euler characteristic of a definable set is preserved under a definable injective map; for more details on Euler characteristic, see [vdD]. Two other useful facts about Euler characteristic are that $E(R^m) = \pm 1$ and that if $f : A \to B$ is definable and $k$-to-1, then $E(A) = kE(B)$. These two facts imply that $N$ must be 1. So $f$ must in fact be a homeomorphism.

Remark. It is not hard to show that the above proof goes through when we replace $R^m$ by any closed, connected definable subset of $R^m$ whose Euler characteristic is not 0.
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