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Abstract. In this paper we investigate criteria for the hyponormality, co-
hyponormality, and normality of weighted composition operators acting on
Hilbert spaces of vector-valued functions.

1. Introduction

In recent years, considerable attention has been given to the delineation of
weighted composition operators with regard to normality class. In short, given
a weighted composition operator $W_T f = w f \circ T$ acting on the complex Hilbert
space of square-integrable functions on a $\sigma$-finite measure space $(X, \Sigma, \mu)$, mea-
sure theoretic criteria have been found which determine the membership of $W_T$
in most of the major normality classes. These criteria involve objects ($\Sigma$-algebras
and measurable functions) naturally associated with $w, T$, and $(X, \Sigma, \mu)$. In this
note we consider the more general setting of weighted composition operators acting
on $L^2(X, \Sigma, \mu, \mathbb{C}^n)$, the Hilbert space of $\Sigma$-measurable $\mathbb{C}^n$-valued functions
$f$ for which $\|f(\cdot)\| \in L^2(X, \Sigma, \mu)$, where $\| \cdot \|$ represents the Euclidean norm. We ob-
tain measure-theoretic criteria for the hyponormality of such operators and their
adjoints.

Throughout this paper, $(X, \Sigma, \mu)$ is a complete, $\Sigma$-finite measure space, and
$T$ is a nonsingular measurable transformation on $X$. We denote by $T^{-1}\Sigma$ the
(completion of the) $\sigma$-subalgebra $\{T^{-1}A : A \in \Sigma\}$, and we assume that $h = \frac{dw \circ T^{-1}}{d\mu} \in L^\infty(X, \Sigma, \mu)$. For each $T^{-1}\Sigma$-measurable function $f$, there exists an
essentially unique $\Sigma$-measurable function $g$ whose support lies in the support of
$h$ with $f = g \circ T$. We write $g = f \circ T^{-1}$. See, for example, [3]. Of course this
extends quite naturally to $T^{-1}\Sigma$-measurable matrix-valued functions. We denote
by $L^2$ the collection of (equivalence classes of) $\Sigma$-measurable $\mathbb{C}^n$-valued functions
$f$ for which $\|f(\cdot)\|^2$ is $\mu$-integrable. Throughout the paper, $W$ will be an element
of $\mathcal{M}_{n \times n} = L^\infty(X, \Sigma, \mu, \mathbb{C}^{n \times n})$, where $\mathbb{C}^{n \times n}$ is the space of $n \times n$ matrices with
complex entries. We define a weighted composition operator $W_T$ in $L^2$ by

$$W_T f = W f \circ T.$$ 

We remark that $W f \circ T$ denotes the product of the matrix-valued function $W$ with
the vector-valued function $f \circ T$.
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In the study of weighted composition operators on \( L^2(X, \Sigma, \mu, \mathbb{C}) \), the notion of conditional expectation has proved indispensable. Using conditional expectations, it is possible to write \(|W_T|\) as a multiplication operator on \( L^2(X, \sigma, \mu, \mathbb{C}) \) and to express \( W_T \) in concrete form. These two applications of conditional expectation provide a starting point for the study of normality properties of weighted composition operators on \( L^2(X, \sigma, \mu, \mathbb{C}) \). We have a similar need for conditional expectations in our study of weighted composition operators on \( \mathbf{L}^2 \). Our extension of the concept of conditional expectation to matrix-valued functions is completely straightforward.

For each \( f \in L^p(X, \Sigma, \mu) \), \( 1 \leq p \leq \infty \), there exists a unique \( T^{-1}\Sigma \)-measurable function \( E(f) \) such that

\[
\int g f \, d\mu = \int g E(f) \, d\mu
\]

for every \( T^{-1}\Sigma \)-measurable function \( g \) for which the left integral exists. The function \( E(f) \) is called the conditional expectation of \( f \) with respect to the subalgebra \( T^{-1}\Sigma \). As an operator on \( L^p(X, \Sigma, \mu) \), \( E \) is a contractive projection. The operator \( E \) has the property that \( E(kf) = kE(f) \) for all \( T^{-1}\Sigma \)-measurable functions \( k \) for which \( kf \) is integrable. For additional properties of the operator \( E \), see [6] or [7].

**Definition 1.** Suppose \( F \) is a \( \Sigma \)-measurable function taking on values in \( \mathbb{C}^{m \times n} \), and that each component function \( F_{ij} \) is in \( L^{p_{ij}}(X, \Sigma, \mu, \mathbb{C}) \), \( 1 \leq p_{ij} \leq \infty \). Then the conditional expectation of \( F \) is the \( T^{-1}\Sigma \)-measurable \( \mathbb{C}^{m \times n} \)-valued function \( E_{m \times n}(F) \) whose \((i,j)\)-th component function is \( E(F_{ij}) \). That is, \((E_{m \times n}(F))_{ij} = E(F_{ij})\). In the following, we write \( E_n \) for \( E_{n \times 1} \).

It is a simple matter to compute \(|W_T|\) and \( W_T^* \) using conditional expectation and the change of variables formula. For any \( f \in \mathbf{L}^2 \), we have

\[
\|W_T f\|^2 = \int (W f \circ T, W f \circ T) \, du
= \int (W^* W f \circ T, f \circ T) \, d\mu
= \int (E_{n \times n}(W^* W) f \circ T, f \circ T) \, d\mu
= \int (h E_{n \times n}(W^* W) \circ T^{-1} f, f) \, d\mu.
\]

Setting \( J = h E_{n \times n}(W^* W) \circ T^{-1} \), it follows that \(|W_T| = M_{J^{1/2}} \), where \( M_{J^{1/2}} \) is the operator on \( \mathbf{L}^2 \) defined by

\[
M_{J^{1/2}} f = J^{1/2} f.
\]

Also, for any \( f, g \in \mathbf{L}^2 \), we have

\[
(W_T f, g) = \int (W f \circ T, g) \, du = \int (f \circ T, W^* g) \, d\mu
= \int (f \circ T, E_n(W^* g)) \, d\mu = \int (f, h E_n(W^* g) \circ T^{-1}) \, d\mu,
\]

and it follows that

\[
W_T^* g = h E_n(W^* g) \circ T^{-1}
\]

for every \( g \in \mathbf{L}^2 \).
Whenever $J$ occurs below, it will denote the function $hE_{n×n}(W^*W) ∪ T^{-1}$. A classical result asserts that there exists an order preserving $*$-isomorphism between the $C^*$-algebra $L^∞(X, Σ, dμ)$ and the space $C(S)$ of continuous functions on a Stonian space $S$. (A convenient reference is [5].) By Corollary 3.3 of [4], $J$ admits a factorization

$$J(x) = U^*(x)D(x)U(x)$$

where $U(x)$ is unitary and $D(x)$ is diagonal for almost every $x ∈ X$. Let $δ_1, δ_2, \ldots, δ_n$ denote the diagonal entries of $Uf$ and set $J_i^*$ by $D^*_i = χ_{S_i}D^*$ and $J_i^* = UJ_i^*U$. 

Next, we consider the product space $⨁_{J_k} L_2Σ$ occurs below, it will denote the function $∥·∥$ and $D$-algebra $Wf$ of measurable $C^n$-valued functions, by

$$Ag(x) = W(x)(U^*g) ∪ T(x).$$

Choose an increasing sequence $\{X_k\}$ of measurable sets of finite measure with $\bigcup X_k = X$, and set $A_k = X_k ∩ \{∥g ∪ T∥ < k\}$ and $g(k) = χ_{A_k} · g$. Now

$$∥Ag∥_2^2 = \int (W(U^*g) ∪ T, W(U^*g) ∪ T) dμ$$

$$= \int (U ∪ TW^*WU^* ∪ Tg ∪ T, g ∪ T) dμ$$

$$= \lim_{k→∞} \int (U ∪ TW^*WU^* ∪ Tg(k) ∪ T, g(k) ∪ T) dμ$$

$$= \lim_{k→∞} \int (U ∪ T E_{n×n}(W^*W)U^* ∪ Tg(k) ∪ T, g(k) ∪ T) dμ$$

$$= \lim_{k→∞} \int (UhE_{n×n}(W^*W) ∪ T^{-1}U^*g(k), g(k)) dμ$$

$$= \int (hE_{n×n}(W^*W) ∪ T^{-1}U^*g, U^*g) dμ$$

$$= \int (U^*DUU^*g, U^*g) dμ = \int (Dg, g) dμ = ∥g∥^2_{[n]}.$$ 

We see that $A$ is an isometry from $⨁_{J_k} L^2(δ,dμ)$ into $L^2$.

**Lemma 2.** $ran[\overline{W_T}] = ran(A)$.

**Proof.** Suppose $f ∈ ran(\overline{W_T})$. Then there exists a sequence $\{f(k)\}$ in $L^2$ such that $Wf(k) ∪ T → f$ in norm. Now $∥Uf(k)∥_2 = ∥f(k)∥_2$, and $∥Uf(k) − Uf(j)∥_2 = ∥Wf(k) ∪ T − Wf(j) ∪ T∥_2$, so $\{Uf(k)\}$ is a Cauchy sequence in $⨁_{J_k} L^2(δ,dμ)$. Hence $\{Uf(k)\}$ converges in this space to some $g$, and by continuity, $f = Ag$.

Next, suppose $g ∈ ⨁_{J_k} L^2(δ,dμ)$. Then there exists a sequence $\{g(k)\}$ in $L^2$ with $g(k) → g$ in $⨁_{J_k} L^2(δ,dμ)$. Now $U^*g(k)$ is also a sequence in $L^2$, and by continuity $Λg = lim_{k→∞} WU^* ∪ Tg(k) ∪ T = lim_{k→∞} W(U^*g(k)) ∪ T$, so $Λg ∈ ran(\overline{W_T})$. □
2. A MEASURE-THEORETIC CHARACTERIZATION OF HYPONORMALITY

In this section we present a measure-theoretic criterion for the hyponormality of \( W_T \). Our result is closely related to a theorem from [6].

**Lemma 3.** \( \ker W_T = U^*(\ker I_D) \).

**Proof.** We note that \( f \in \ker W_T \) if and only if
\[
\int \langle U^* DUf, f \rangle d\mu = \int \langle DUf, f \rangle d\mu = 0,
\]
that is, if and only if \( UF \in \ker I_D \). This inclusion holds exactly when \( f = U^*g \) for some \( g \in \ker I_D \), and the result follows. \( \square \)

**Lemma 4.** \( \overline{\text{ran } W_T} = U^*(\text{ran } I_D) \), and \( U^* I_D U \) is the projection onto \( \overline{\text{ran } W_T} \).

**Proof.** Note that \( k \in \overline{\text{ran } W_T} \) if and only if \( k \in (\ker W_T)^\perp \), and this is equivalent to
\[
\int \langle Uk, g \rangle d\mu = \int \langle k, U^*g \rangle d\mu = 0
\]
for every \( g \in \ker I_D \). But this in turn is equivalent to \( I_D Uk = Uk \), or \( k = U^* I_D Ud_k \). \( \square \)

**Lemma 5.** The polar factorization of \( W_T \) is given by \( W_T = VM_{\mu/2} \), where
\[
Vf = W(U^*(D^1)^{1/2}Uf) \circ T,
\]
and the adjoint of \( V \) is given by
\[
V^* f = (U^*(D^1)^{1/2}U)W^*_T f.
\]

**Proof.** Let \( V \) be as above. For any \( f \in L^2 \), we have
\[
\|Vf\|^2 = \lim_{k \to \infty} \int_{T^{-1}(S_k)} \langle W(U^*(D^1)^{1/2}Uf) \circ T, W(U^*(D^1)^{1/2}Uf) \circ T \rangle d\mu
\]
\[
= \lim_{k \to \infty} \int (W(U^*(D^1)^{1/2}Uf) \circ T, W(U^*(D^1)^{1/2}Uf) \circ T) d\mu
\]
\[
= \lim_{k \to \infty} \int (E_{n \times n}(W^*W)(U^*(D^1)^{1/2}Uf) \circ T, (U^*(D^1)^{1/2}Uf) \circ T) d\mu
\]
\[
= \lim_{k \to \infty} \int \langle h E_{n \times n}(W^*W) \circ T^{-1}U^*(D^1)^{1/2}UF, U^*(D^1)^{1/2}UF \rangle d\mu
\]
\[
= \lim_{k \to \infty} \int \langle U^* I_D Ud_k f, f \rangle d\mu = \int \langle U^* I_D Ud_k f, f \rangle.
\]
It follows that \( V \) is a partial isometry with initial space \( (\ker W_T)^\perp \) and final space \( \overline{\text{ran } W_T} \). Employing Lemma 3, we see that \( W_T = VM_{\mu/2} \).

Denoting by \( M \) the densely defined operator given by \( Mf = (U^*(D^1)^{1/2}U)f \), we have \( V = W_T M \), and in light of the continuity of \( W_T \), we conclude that
\[
V^* f = (U^*(D^1)^{1/2}U)W^*_T f
\]
for every \( f \in L^2 \). \( \square \)

**Lemma 6.** \( \ker W_T \subseteq \ker W^*_T \) if and only if \( W = U^* I_D U W \).
We observe that \( Wf \) provided \( Wf \in L^2(T) \), and this holds if and only if \( Wf \circ T = U^*I_D Wf \circ T \) for every \( f \in L^2 \). Let \( \xi \in \mathbb{C}^n \) and choose a sequence \( \{ A_k \} \) of \( \Sigma \)-measurable sets of finite measure with \( \bigcup A_k = X \); we have \( \chi_{T^{-1}A_k} W \xi = \chi_{T^{-1}A_k} U^* I_D W \xi \) for each \( k \). It follows that \( W = U^* I_D W \), and clearly if this last equality holds we must have \( Wf \circ T = U^* I_D Wf \circ T \) for every \( f \in L^2 \).

Theorem 7. \( W_T \) is hyponormal if and only if the following two conditions hold:

(i) \( W = U^* I_D W \).

(ii) \( J^{1/2} h E_{n \times n} (W^* J_k^1 W) \circ T^{-1} J^{1/2} \leq J \) for all \( k \).

Proof. Suppose (i) holds. Then

\[
ker V^* = (\text{ran } V)^\perp = (\text{ran } W_T)^\perp = ker W_T = U^* (ker I_D),
\]

so the operator \( UV^* U^* \) is well-defined on the subspace \( L^2 \cap \bigoplus L^2(\delta d\mu) \). As \( L^2 \) is dense in \( \bigoplus L^2(\delta d\mu) \), we can regard \( UV^* U^* \) as a densely defined operator in \( \bigoplus L^2(\delta d\mu) \). We note that for \( f \in L^2 \), \( \| UV^* U^* f \|_n = \| W_T U f \|_2 \) and \( \| f \|_n = \| W_T f \|_2 \), and consequently that \( UV^* U^* \) is a contraction in \( \bigoplus L^2(\delta d\mu) \) if and only if \( W_T \) is hyponormal. If \( UV^* U^* \) extends to a continuous operator on \( \bigoplus L^2(\delta d\mu) \), then for any \( f \in L^2 \) and \( g \in \bigoplus L^2(\delta d\mu) \), we have

\[
\langle UV^* U^* f, g \rangle_n = \int (D(D^1)^{1/2} U W_T^* U^* f, g) \, d\mu
= \int (D f, D U W T^* U^* D^{1/2} g) \, d\mu.
\]

It will follow that the adjoint of \( UV^* U^* \) in \( \bigoplus L^2(\delta d\mu) \) is given by \( D U W_T U^* D^{1/2} \) provided \( D U W_T U^* D^{1/2} \) maps \( \bigoplus L^2(\delta d\mu) \) into itself. For any \( f \in \bigoplus L^2(\delta d\mu) \), we have

\[
\| D U W_T U^* D^{1/2} f \|_n^2 = \lim_{k \to \infty} \int (D_k^1 U W T U^* D^{1/2} f, U W_T U^* D^{1/2} f) \, d\mu
= \lim_{k \to \infty} \int \langle D_k^1 (W)(U^* D^{1/2} f) \circ T, (U^* D^{1/2} f) \circ T \rangle \, d\mu
= \lim_{k \to \infty} \int \langle (U^* W)^* D_k^1 (U^* D^{1/2} f) \circ T, (U^* D^{1/2} f) \circ T \rangle \, d\mu
= \lim_{k \to \infty} \int \langle (U W)^* D_k^1 (U W)(U^* D^{1/2} f) \circ T, (U^* D^{1/2} f) \circ T \rangle \, d\mu
= \lim_{k \to \infty} \int \langle h E_{n \times n} ((U W)^* D_k^1 (U W)(U^* D^{1/2} f) \circ T, (U^* D^{1/2} f)) \, d\mu
= \lim_{k \to \infty} \int \langle D^{1/2} U h E_{n \times n} (W^* J_k^1 W) \circ T^{-1} U^* D^{1/2} f, f \rangle \, d\mu.
\]

We observe that \( D U W_T U^* D^{1/2} \) is a contraction on \( \bigoplus L^2(\delta d\mu) \) if and only if

\[
D^{1/2} U h E_{n \times n} (W^* J_k^1 W) \circ T^{-1} U^* D^{1/2} \leq D
\]

holds for all \( k \), and this is equivalent to (ii) above.

We note that the continuity of \( UV^* U^* \) in \( \bigoplus L^2(\delta d\mu) \) is equivalent to the existence of a constant \( c \) such that \( \| W_T f \|_2 \leq c \| W_T f \|_2 \) for all \( f \in L^2 \). This in turn implies that the family \( \{ D^{1/2} U h E_{n \times n} (W^* J_k^1 W) \circ T^{-1} U^* D^{1/2} \} \) is an increasing sequence of operators.
sequence of operators on $L^2$ bounded above by the operation of multiplication by $cD$. It follows that \( \{D^{1/2}UhE_{n\times n}(W^*J_k^iW) \circ T^{-1}U^*D^{1/2}\}_{k=1}^\infty \) converges in the strong operator topology on $B(L^2)$. As the space of operators consisting of multiplication by $n \times n$ matrices of $L^\infty$ functions is a von Neumann algebra, we see that $|D^1UW_TU^*D^{1/2}|$ is given by a matrix multiplication on $\bigoplus^n_1 L^2(\delta_id\mu)$.

**Example 8.** We take as our measure space $(X, \Sigma, \mu)$ the set of real numbers with Lebesgue measure. Our transformation $T : \mathbb{R} \to \mathbb{R}$ is given by $T(x) = x + 1$, so that $T^{-1}\Sigma = \Sigma$ and $E_{2 \times 2}$ is the identity operator. Suppose $\varphi_1$ and $\varphi_2$ are positive, bounded, and decreasing functions on $\mathbb{R}$, define $W \in M_{2 \times 2}$ by

$$W = \begin{pmatrix} \varphi_1 \circ T & \varphi_2 \circ T \\ \varphi_1 \circ T & -\varphi_2 \circ T \end{pmatrix},$$

and let $W_T : L^2(X, \Sigma, \mu, \mathbb{C}^2) \to L^2(X, \Sigma, \mu, \mathbb{C}^2)$ be defined in the usual way. It is easy to see that $J = U^*DU$ where

$$U = U^* = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad D = \begin{pmatrix} \varphi_1 & 0 \\ 0 & \varphi_2 \end{pmatrix},$$

and that $I_D$ is the $2 \times 2$ identity matrix. It can be shown that (i) and (ii) of the above theorem become

(i)$^\prime$ $T^{-1}(\text{supp}(\varphi_i)) \subseteq \text{supp}(\varphi_i)$.

(ii)$^\prime$ $\varphi_i(x)/\varphi_i(x - 1) < 1$.

Since each $\varphi_i$ is a decreasing function with full support, both of these two conditions are satisfied.

The above theorem is a generalization of a theorem of Lambert [6] for weighted composition operators on $L^2 \doteq L^2(X, \Sigma, \mu)$. The simpler formulation of the theorem in the scalar setting stems primarily from the fact that nonnegative functions are conditionable, and hence the family of inequalities in Theorem 7 can be replaced with a single inequality. Also, in the scalar setting we have no need for diagonalization methods, and our operator $I_D$ is simply multiplication by the characteristic function of $\text{supp}(J)$. We state his theorem as a corollary.

**Corollary 9.** The operator $W_T \in B(L^2)$ is hyponormal if and only if the following two conditions hold:

(i) $\text{supp}(w) \subseteq \text{supp}(J)$.

(ii) $hE(\frac{|w|^2}{J}) \circ T^{-1} \leq \chi_{\text{supp}(J)}$.

3. **Characterizations of cohyponormal and normal operators**

In this section we develop necessary and sufficient conditions for the cohyponormality of $W_T$. (Recall that $W_T$ is cohyponormal if $W_T^*$ is hyponormal.) Our result is related to a theorem from [1]. In the following, $\Sigma_0 = \{A \in \Sigma : \mu(A) < \infty\}$.

**Lemma 10.** $\ker W_T^* \subseteq \ker W_T$ if and only if for every $A \in \Sigma_0$ there exists a $\Sigma$-measurable matrix-valued function $G_A$ such that

$$U^* I_D U \cdot \chi_A = W(U^*G_A) \circ T$$

where each column $[G_A]_k$ of $G_A$ is an element of $\bigoplus^n_1 L^2(\delta_id\mu)$.

**Proof.** We note that the above set inclusion is equivalent to $\text{ran} W_T^* \subseteq \text{ran} W_T$, and this holds if and only if for every $A \in \Sigma_0$ and $\xi \in \mathbb{C}^n$ there exists a $g_{A,\xi} \in \bigoplus^n_1 L^2(\delta_id\mu)$ with $U^* I_D U \cdot \chi_A \xi = W(U^*g_{A,\xi}) \circ T$. This holds if and only if for each
A ∈ Σ₀ and k ∈ {1, 2, . . . , n} there exists θₖ(θₖ) ∈ Πₙ L²(δₖdµ) with θₖ[U*TₖU] = W(U*θₖ(θₖ)) ⊆ T. But this is equivalent to the existence of the matrix Gₜ above.

Theorem 11. Wₜ is cohyponormal if and only if the following two conditions hold:

(i) For every A ∈ Σ₀ there exists a Σ-measurable matrix-valued function Gₜ such that [Gₜ] = Πₙ L²(δₖdµ) for each k and U*TₖU ∗ θₖ = W(U*Gₜ) ⊆ T.

(ii) J² ≥ hEₘₙₙ(W*₂Jₜ) = T⁻¹.

Proof. By the above lemma, (i) is equivalent to the inclusion ker Wₜ ⊆ ker Wₜ, a condition clearly necessary for the cohyponormality of Wₜ. Now if (i) holds, it follows that Wₜ is cohyponormal if and only if ∥WₜₜWₜf∥_2 ≥ ∥WₜₜWₜf∥_2 for every f ∈ L². We note that

∥WₜₜWₜf∥_2^2 = ∥Jf∥_2^2 = \int \langle J²f, f \rangle dµ.

while

∥WₜₜWₜf∥_2 = \int \langle Jf, f \rangle dµ = \int \langle hEₘₙₙ(W*₂Jₜ) ⊆ T⁻¹f, f \rangle dµ.

So if (i) above holds, then Wₜ is cohyponormal if and only if (ii) holds.

A scalar version of Theorem 11 is given in Theorem 4.2 of [1]. Condition (i) above reduces to a condition concerning σ-algebras and the second condition is replaced by a simple functional inequality. If A ⊆ Σ is a σ-algebra and C ⊆ X, then AC = \{A ∩ C : A ∈ A\}.

Corollary 12. Wₜ is hyponormal if and only if the following two conditions hold:

(i) Σsupp(J) ⊆ (T⁻¹Σ)supp(u).

(ii) J ≤ J ⊆ T.

Theorem 13. Wₜ is normal if and only if

(i) For every A ∈ Σ₀ there exists a Σ-measurable matrix-valued function Gₜ such that [Gₜ] = Πₙ L²(δₖdµ) for each k and U*TₖU ∗ θₖ = W(U*Gₜ) ⊆ T.

(ii) J² = hEₘₙₙ(W*₂Jₜ) = T⁻¹.

Proof. Again, (i) is equivalent to the inclusion ker Wₜ ⊆ ker Wₜ. Under this condition, the normality of Wₜ is equivalent to the equality ∥WₜₜWₜf∥_2 = ∥WₜₜWₜf∥_2 for all f ∈ L². The short calculation involved in the previous theorem shows this to be equivalent to (ii).

Example 14. We take as our measure space the interval [0, 1] with Lebesgue measure. Our transformation T is defined by T(x) = 1 − x, so T⁻¹Σ = Σ and E₂×₂ is the identity operator. We define W ∈ M₂×₂ by

W = \begin{pmatrix} 0 & \cos x \\ \cos^2(1 - x) & 0 \end{pmatrix},

and define Wₜ in the usual fashion. Now

J = \begin{pmatrix} \cos^2 x & 0 \\ 0 & \cos^2(1 - x) \end{pmatrix}. 
and $I_D$ is the $2 \times 2$ identity matrix. Condition (i) above is satisfied for any Lebesgue measurable set $A$ by taking $G_A = (\chi_A W^{-1}) \circ T$. A straightforward calculation yields

$$J^2 = \begin{pmatrix} \cos^4 x & 0 \\ 0 & \cos^4 (1 - x) \end{pmatrix} = h E_{2 \times 2} (W^* JW) \circ T^{-1}.$$ 

Hence the operator $W_T$ is normal, this in spite of the fact that the weight function fails to be normal.

The scalar analogue of Theorem 13 is considerably simpler and avoids the use of conditional expectations. The characterization of normal weighted composition operators on $L^2(X, \Sigma, \mu)$ is given by Theorem 2.14 of [2], which we state below.

**Theorem 15.** Suppose $\text{supp}(w) \subset T^{-1}(\text{supp}(w))$. Then $W_T$ is normal if and only if the following two conditions hold:

(i) $\Sigma_{\text{supp}(w)} \subset (T^{-1} \sigma)_{\text{supp}(w)}$.

(ii) $\chi_{\text{supp}(w)} h w^2 \circ T^{-1} = h \circ Tw^2$.

If $\text{supp}(w) \subset T^{-1}(\text{supp}(w))$ fails to hold, then $W_T$ cannot be normal.
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