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Abstract. In this paper we prove that the composition operator induced by a holomorphic self-map of the unit disc is compact on the Nevanlinna class if and only if it is compact on the Hardy space $H^2$.

1. Introduction

Let $\varphi$ be a holomorphic self-map of the unit disc $\mathbb{D}$ in the complex plane. Then the equation $C_{\varphi}(f) = f \circ \varphi$ defines a composition operator $C_{\varphi}$ on the space of holomorphic functions in $\mathbb{D}$. As is well known, each $C_{\varphi}$ is a bounded linear operator on the Hardy space $H^p$ [Nor, Sch]. It is also known that if $C_{\varphi}$ is compact on one of the spaces $H^p$, then it is compact on all of them ($0 < p < \infty$) [ST]. So this result leads us to ask whether the compactness of $C_{\varphi}$ on the Nevanlinna class implies its compactness on the Hardy space $H^p$, and conversely. The purpose of this present note is to give an affirmative answer to this question. More precisely we prove:

A composition operator $C_{\varphi}$ is compact on the Nevanlinna class if and only if it is compact on $H^2$.

The composition operator $C_{\varphi}$ as an operator on the Hardy space has been studied by many authors [Cow, Mac, MS, Nor, Sch, Sh2, ST]. Complete characterizations of $\varphi$ for which $C_{\varphi}$ is compact on $H^2$ have been given in [Sh1, Sh2, Mac]. However, as far as we know, the operator $C_{\varphi}$ as an operator on the Nevanlinna class was first studied by Masri in his thesis [Mas], where he obtained several necessary conditions and sufficient conditions on $\varphi$ for the operator $C_{\varphi}$ to be compact on the Nevanlinna class. The conditions are in the same spirit as conditions developed in [ST] for studying the compactness of $C_{\varphi}$ on the Hardy space. Our criterion is, however, a complete characterization of $\varphi$ for which $C_{\varphi}$ is compact on the Nevanlinna class. The result of this note relies on Shapiro’s Nevanlinna counting function criterion [Sh2] and MacCluer’s Carleson-measure criterion [Mac] for the compactness of $C_{\varphi}$ on the Hardy space.
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2. Preliminaries

2.1. Nevanlinna class. A holomorphic function \( f(z) \) in the unit disc \( D \) is said to belong to the Nevanlinna class \( N \) if

\[
\lim_{r \to 1} \int_0^{2\pi} \log^+ \left| f(re^{i\theta}) \right| \frac{d\theta}{2\pi} < \infty.
\]

Obviously, the inequalities

\[
2 \log^+ x \leq \log(1 + x^2) \leq 1 + 2 \log^+ x, \quad x \geq 0,
\]

imply that

\[ f \in N \quad \text{if and only if} \quad \| f \|_N := \lim_{r \to 1} \int_0^{2\pi} \log(1 + |f(re^{i\theta})|^2) \frac{d\theta}{2\pi} < \infty \]

for \( f \) holomorphic in \( D \). For \( f, g \in N \), we define \( d(f, g) = \| f - g \|_N \), then \( d \) is a translation invariant metric on \( N \) and \( (N, d) \) becomes a complete metric space [SS]. For other properties of \( (N, d) \) see [Du, Ga].

2.2. Composition operators. In this paper, the symbol \( \varphi \) always denotes a holomorphic self-map of \( D \). Each such map \( \varphi \) induces a linear composition operator on the space of holomorphic functions on \( D \) by means of the equation \( C_\varphi(f) = f \circ \varphi \) (\( f \) is holomorphic in \( D \)). It follows from the Littlewood subordination principle [Du] (or from the Harnack inequality) that each \( C_\varphi \) is bounded on the Nevanlinna class \( N \). As in [Mas], we say that the operator \( C_\varphi \) is compact on the class \( N \) if the closure of the image, under \( C_\varphi \), of each bounded set is compact. We recall that a subset \( E \) of \( N \) is bounded if there exists a finite constant \( M \) such that \( d(f, g) \leq M \) for all \( f, g \in E \).

3. Compactness of \( C_\varphi \) on the Nevanlinna class

We proceed to present the main result of this paper. As noted in the introduction, what we want to prove is:

**Theorem.** Suppose \( \varphi \) is a holomorphic self-map of \( D \). Then \( C_\varphi \) is compact on \( N \) if and only if it is compact on \( H^2 \).

In order to prove this theorem, we need the next several lemmas.

The first is the following Littlewood and Paley-type identity. The proof below, which is based on Green’s formula, can be obtained by a slight modification of that of [Ga, Lemma 3.1]. But it is included for the reader’s convenience. Recall that Green’s formula states that if \( u, v \in C^2(\Omega) \) (\( \Omega \) is an open set in the plane with smooth boundary), then

\[
\int_{\Omega} (u \Delta v - v \Delta u) dxdy = \int_{\partial \Omega} \left( u \frac{\partial v}{\partial n} - v \frac{\partial u}{\partial n} \right) ds
\]

where \( \Delta \) is the Laplacian, \( \partial / \partial n \) is differentiation in the outward normal direction, and \( ds \) is arc length on \( \partial \Omega \). In the rest of this paper, \( dA \) denotes the normalized Lebesgue area measure on \( D \).

**Lemma 1.** Suppose \( f \in N \). Then

\[
\| f \|_N = \log(1 + |f(0)|^2) + 2 \int_D \frac{|f'(z)|^2}{(1 + |f(z)|^2)^2} \log \frac{1}{|z|} dA(z)
\]

where, as always \( \| \cdot \|_N \) denotes the Nevanlinna quasi-norm as defined in Section 2.
**Compact Composition Operators**

**Proof.** Let $0 < \varepsilon < r < 1$. Apply Green’s formula (1) with $u(z) = \log(r/|z|)$, $v(z) = \log(1 + |f(z)|^2)$, and $\Omega = \{z \in \mathbb{D} : \varepsilon < |z| < r\}$. Since $\Delta u = 0$ on $\mathbb{D}\{0\}$, the result (after rearrangement) is

\[
\int_{\varepsilon < |z| < r} \Delta \log(1 + |f(z)|^2) \log \frac{r}{|z|} dxdy + \int_{|z| = \varepsilon} \frac{\partial}{\partial n}(\log(1 + |f(z)|^2)) ds
\]

\[
= \int_{|z| = r} \frac{\log(1 + |f(z)|^2)}{r} ds - \int_{|z| = \varepsilon} \frac{\log(1 + |f(z)|^2)}{\varepsilon} ds.
\]

Since $\frac{\partial}{\partial n}(\log(1 + |f(z)|^2))$ is bounded near 0, the second term of (3) tends to 0 as $\varepsilon \searrow 0$. Note that, on $|z| < r$,

\[
\Delta (\log(1 + |f(z)|^2)) = \frac{4|f'|^2}{(1 + |f(z)|^2)^2}
\]

and therefore, taking the limit $\varepsilon \searrow 0$ in (3) (recall that $\frac{\log(1 + |f(z)|^2)}{|z|}$ is integrable near 0), we get

\[
4 \int_{|z| < r} \frac{|f'(z)|^2}{(1 + |f(z)|^2)^2} \log \frac{r}{|z|} dxdy
\]

\[
= \int_{0}^{2\pi} \log(1 + |f(re^{i\theta})|^2)d\theta - 2\pi \log(1 + |f(0)|^2).
\]

Observe that $\log \frac{r}{|z|} \geq 0$ on $|z| < r$ and $\log \frac{r}{|z|} \nearrow \log \frac{1}{|z|}$ as $r \nearrow 1$. Thus by the monotone convergence theorem we have

\[
2 \int_{\mathbb{D}} \frac{|f'(z)|^2}{(1 + |f(z)|^2)^2} \log \frac{1}{|z|} dA(z)
\]

\[
= \lim_{r \nearrow 1} \int_{0}^{2\pi} \log(1 + |f(re^{i\theta})|^2) \frac{d\theta}{2\pi} - \log(1 + |f(0)|^2),
\]

which proves the lemma. 

The next is a special case of Stanton’s formula [Sh1, Stn].

**Lemma 2.** Suppose $f \in N$ and $\varphi$ is a holomorphic self-map of $\mathbb{D}$. Then

\[
\int_{\mathbb{D}} \frac{|f'(\varphi)|^2}{(1 + |f(\varphi)|^2)^2} ||\varphi'||^2 \log \frac{1}{|z|} dA(z) = \int_{\mathbb{D}} \frac{|f'(w)|^2}{(1 + |f(w)|^2)^2} N_{\varphi}(w) dA(w),
\]

where $N_{\varphi}(w)$ is the (usual) Nevanlinna counting function defined by

\[
N_{\varphi}(w) = \begin{cases} 
\sum_{z \in \varphi^{-1}(w)} \log \frac{1}{|z|} & \text{if } w \in \varphi(\mathbb{D}), \\
0 & \text{if } w \not\in \varphi(\mathbb{D}).
\end{cases}
\]

The following result is an immediate consequence of the two formulas (2) and (7).
Lemma 3. Under the same hypothesis as in Lemma 2, we have

\begin{equation}
\|C_\varphi f\|_N = \log(1 + |f(\varphi(0))|^2) + 2 \int_D \frac{|f'(w)|^2}{(1 + |f(w)|^2)^2} N_\varphi(w) \, dA(w).
\end{equation}

The above lemma suggests that the Nevanlinna counting function is closely related to composition operators on the Nevanlinna class.

The following is a characterization of compactness of $C_\varphi$ expressed in terms of sequential convergence, which is taken from [Mas, Theorem 2.4.2].

Lemma 4. Let $\varphi$ be a holomorphic self-map of $D$. Then $C_\varphi$ is a compact operator on $N$ if and only if for every sequence $\{f_n\}$ which is bounded in $N$ and converges to zero uniformly on compact subsets of $D$, we have $\|f_n \circ \varphi\|_N \to 0$.

The next criteria of compactness of $C_\varphi$, which are due to Shapiro [Sh2] and MacCluer [Mac], are useful in the proof of the main result of this note. In what follows, we say that a positive measure $\mu$ on $\overline{D}$ is a little Carleson measure if

$$\lim_{\delta \to 0} \frac{\mu(S_\delta(\zeta))}{\delta} = 0 \quad \text{uniformly in } \zeta \in \partial D,$$

where $S_\delta(\zeta) = \{re^{it} \in \overline{D} : 1 - \delta < r \leq 1 \text{ and } |e^{it} - \zeta| < \delta\}$.

Lemma 5. For $\varphi$ a holomorphic self-map of $D$, the following conditions are equivalent:

(a) $C_\varphi$ is compact on $H^2$.
(b) $\lim_{|w| \to 1 -} \frac{N_\varphi(w)}{1 - |w|} = 0$.
(c) The pull-back measure $\mu_\varphi$ defined by $\mu_\varphi = \sigma \circ \varphi^{-1}$ is a little Carleson measure on $\overline{D}$, here $\sigma = \frac{d\theta}{2\pi}$.

We are now ready to prove the main result of this paper.

Proof of the Theorem. First we assume that $C_\varphi$ is compact on $H^2$ and will show that $C_\varphi$ is compact on $N$. The argument to prove this part here is very similar to that of §10.5 in [Sh1]. For this, fix a sequence $\{f_n\}$ that is bounded, by a finite constant $M$, in the class $N$ and converges to zero uniformly on compact subsets of $D$. By Lemma 4, it is enough to show that $\|f_n \circ \varphi\|_N \to 0$.

Let $\varepsilon > 0$ be given. Then it follows from Lemma 5 that we can choose $0 < r < 1$ such that

$$N_\varphi(w) < \varepsilon \log \frac{1}{|w|} \quad \text{whenever } r \leq |w| < 1.$$

Since $f_n \to 0$ uniformly on compact subsets of $D$, so is $f'_n$. Thus we can choose $n_\varepsilon$ so that

$$|f_n| \quad \text{and} \quad |f'_n| < \sqrt{\varepsilon}.$$
on \(r\mathbb{D} \cup \{\varphi(0)\}\) whenever \(n > n_\varepsilon\). Hence for each such \(n\) we have from formula (8)

\[
\|f_n \circ \varphi\|_N = \log(1 + |f_n(\varphi(0))|^2)
\]

\[
+ 2 \left[ \int_{r\mathbb{D}} + \int_{\mathbb{D}\setminus r\mathbb{D}} \frac{|f_n'(w)|^2}{(1 + |f_n(w)|^2)^2} N_\varphi(w) dA(w) \right]
\]

\[
\leq \log(1 + \varepsilon) + 2\varepsilon \int_{r\mathbb{D}} N_\varphi(w) dA(w)
\]

\[
+ 2\varepsilon \int_{\mathbb{D}\setminus r\mathbb{D}} \frac{|f_n'(w)|^2}{(1 + |f_n(w)|^2)^2} \log \frac{1}{|w|} dA(w)
\]

\[
\leq \varepsilon + 2\varepsilon \int_{\mathbb{D}} N_\varphi(w) dA(w) + 2\varepsilon \int_{\mathbb{D}} \frac{|f_n'(w)|^2}{(1 + |f_n(w)|^2)^2} \log \frac{1}{|w|} dA(w)
\]

\[
\leq \varepsilon + \varepsilon(\|\varphi\|_N - \log(1 + |\varphi(0)|^2)) + \varepsilon(\|f_n\|_N - \log(1 + |f_n(0)|^2))
\]

\[
\leq \varepsilon + \varepsilon \|\varphi\|_N + \varepsilon \|f_n\|_N
\]

\[
\leq \varepsilon + \varepsilon + \varepsilon M,
\]

where in the third-to-last line we have used formula (8) with \(f(z) = z\) and Lemma 1, and in the last line we used the fact that \(\|f_n\|_N \leq M\) for each \(n\). Thus \(\|f_n \circ \varphi\|_N \to 0\), which establishes the compactness on \(N\).

For the converse direction, we now assume \(C_\varphi\) is compact on \(N\). Because of Lemma 5, we only need to verify that the pull-back measure \(\mu_\varphi = \sigma \circ \varphi^{-1}\) is a little Carleson on \(\overline{\mathbb{D}}\).

To prove this, we let \(a = (1 - \delta)\zeta\) where \(\zeta \in \partial \mathbb{D}\) and \(0 < \delta < 1\) and define

\[
f_a(z) = (1 - |a|) \exp \left( \frac{1 + a\bar{z}}{1 - a\bar{z}} \right).
\]

Then \(f_a \to 0\) uniformly on compact subsets of \(\mathbb{D}\) as \(|a| \not\to 1\). Moreover, a simple calculation, together with the trivial inequality

\[
\log^+ xy \leq \log^+ x + \log^+ y \quad \text{for } x, y \geq 0,
\]

gives

\[
\|f_a\|_N = \lim_{r \to 1} \int_{0}^{2\pi} \log(1 + |f_a(re^{i\theta})|^2) d\theta
\]

\[
\leq 1 + 2 \lim_{r \to 1} \int_{0}^{2\pi} \log^+ |f_a(re^{i\theta})| d\theta
\]

\[
= 1 + 2 \lim_{r \to 1} \int_{0}^{2\pi} \log^+ \left(1 - |a|\right) \exp \left( \frac{1 - |a|^2 r^2}{1 - |a|^2 r e^{i\theta} |^2} \right) \frac{d\theta}{2\pi}
\]

\[
\leq 1 + 2 \lim_{r \to 1} \int_{0}^{2\pi} \frac{1 - |a|^2 r^2}{1 - |a|^2 r e^{i\theta} |^2} \frac{d\theta}{2\pi} = 3.
\]

It now follows from the compactness of \(C_\varphi\) on \(N\) and Lemma 4 that

\[
\lim_{|a| \to 1} \|f_a \circ \varphi\|_N = 0.
\]

On the other hand, if \(z \in S_\delta(\zeta)\), then

\[
\frac{1 - |a|^2 |z|^2}{|1 - a\bar{z}|^2} \geq \frac{1 - |a|^2}{|1 - a\bar{z}|^2} \geq \frac{1}{5\delta^2},
\]
so that
\[
\log^+ |f_a(z)| \geq \log^+ \left( (1 - |a|) \exp \left( \frac{1 - |a|^2 |z|^2}{|1 - az|^2} \right) \right) 
\geq \log^+ \delta \exp \left( \frac{1}{5\delta} \right).
\]
Hence, for all \( \zeta \in \partial \mathbb{D} \) and \( 0 < \delta < 1 \),
\[
\left( \log^+ \delta \exp \left( \frac{1}{5\delta} \right) \right) \mu_\varphi(S_\delta(\zeta)) \leq \int_{S_\delta(\zeta)} \log^+ |f_a(z)| d\mu_\varphi(z) 
\leq \int_{S_\delta(\zeta)} \log(1 + |f_a(z)|^2) d\mu_\varphi(z) \leq \int_{S_\delta(\zeta)} \log(1 + |f_a(z)|^2) d\mu_\varphi(z) 
\leq \lim_{r \to 1} \frac{1}{2\pi} \int_0^{2\pi} \log(1 + |f_a \circ \varphi(re^{i\theta})|^2) d\theta = \|f_a \circ \varphi\|_N,
\]
where the last inequality follows from Fatou’s lemma. As we saw above, the compactness of \( C_\varphi \) on \( N \) forces \( \|f_a \circ \varphi\|_N \) to zero as \( |a| \to 1 \), which implies
\[
\lim_{\delta \to 0} \left( \log^+ \delta \exp \left( \frac{1}{5\delta} \right) \right) \mu_\varphi(S_\delta(\zeta)) = 0,
\]
uniformly in \( \zeta \in \partial \mathbb{D} \). Therefore the conclusion follows since
\[
\lim_{\delta \to 0} \delta \left( \log^+ \delta \exp \left( \frac{1}{5\delta} \right) \right) = \lim_{t \to -\infty} \frac{\frac{1}{5} - \log t}{t} = \frac{1}{5}.
\]

\[ \square \]
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