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Abstract. Module theoretic methods are employed to obtain simple proofs of extensions of two theorems of E. A. Azoff regarding the reflexivity of direct sums of copies of an algebra of operators on a finite dimensional Hilbert space.

An algebra of operators on a Hilbert space is said to be reflexive in case no larger algebra of operators on that space has the same lattice of invariant subspaces. (See [2, 3, 4, 9], for example.) The purpose of this note is to reexamine, from an algebraist’s point of view, some of the classical results on the topic that are contained in E. A. Azoff’s paper [2]. By so doing, we are able to provide easily accessible proofs of generalizations of the main theorems in [2].

In [6], given a pair of rings \(R\) and \(\Delta\), we defined, for each bimodule \(M = R M \Delta\),

\[
\text{alglat}(R M \Delta) = \{ \alpha \in \text{End}(M \Delta) | \alpha L \subseteq L \text{ for all } R L \leq R M \}.
\]

Thus \(\text{alglat}(R M \Delta)\) is the ring of \(\Delta\)-linear mappings on \(M\) that preserve the lattice of \(R\)-submodules of \(M\); and, letting \(\lambda_M(R)\) denote the canonical image of \(R\) in \(\text{End}(M \Delta)\), we say that \(R M \Delta\) is reflexive in case \(\text{alglat}(R M \Delta) = \lambda_M(R)\).

If \(\Delta = K\) is a field and \(R\) is a \(K\)-algebra, we shall simply write \(\text{alglat}(M)\) for \(\text{alglat}(R M K)\) and say that \(M\) is a reflexive \(R\)-module when \(\lambda(R) = \text{alglat}(M)\). Our terminology corresponds to that of Halmos [10] as follows:

\[
\text{alglat}(M) = \text{alg(lat}(\lambda_M(R)))
\]

and \(R M\) is a reflexive module exactly when \(\lambda_M(R)\) is a reflexive algebra of operators on the \(K\)-vector space \(M\).

A bimodule \(R M \Delta\) is said to be \(k\)-reflexive if the finite direct sum \(M^{(k)}\) of \(k\) copies of \(M\) is reflexive. We recall here that there is a canonical isomorphism \(\text{alglat}(R M\Delta^{(k)}) \cong \text{alg}_{k\text{lat}}(R M\Delta)\) where

\[
\text{alg}_{k\text{lat}}(R M\Delta) = \{ \alpha \in \text{End}(M\Delta) | \text{ for all } m_1, \ldots, m_k \text{ in } M \therefore \text{ an } r \in R \text{ with } \alpha m_i = rm_i, \text{ for } i = 1, \ldots, k \}.
\]

The isomorphism is given by \(\alpha \mapsto \alpha|_{M}\).

Throughout the remainder of this paper, we assume that \(K\) is an arbitrary field, that \(R\) and \(\Delta\) are finite dimensional \(K\)-algebras, that \(e_1, \ldots, e_m\) is an orthogonal set of primitive idempotents in \(R\) with \(1 = e_1 + \cdots + e_m\), and that \(J = J(R)\) is
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the radical of \( R \). The statements “\( R M_{\Delta} \) is a bimodule” and “\( M \) is an \( R \)-module” entail \( km = mk \) for all \( k \in K, m \in M \).

If \( R M_{\Delta} \) is a bimodule and \( k \geq 2 \), then for any \( \alpha \in \text{alg}_{R}\text{lat}(M), m \in M \) and \( \delta \in \Delta \), there is an \( r \in R \) with \( \alpha m = rm \) and \( \alpha(m\delta) = r(m\delta) = (rm)\delta \). Thus we see that \( \text{alg}_{R}\text{lat}(M) = \text{alg}_{R}\text{lat}(R M_{\Delta}) \) whenever \( k \geq 2 \).

Modifying the notation of [5] and [8], if \( S \) is a \( K \)-space and \( U \) and \( X \) are \( \Delta \)-modules, we call a \( K \)-linear mapping \( \lambda: S \to \text{Hom}_{\Delta}(U, X) \) an \( S \)-representation over \( \Delta \). We denote such a system by \( s[U, X] \) and we write \( su = \lambda(s)(u) \). Analogous to \( \text{alg}_{R}\text{lat} \) we let

\[
A_{k}(s[U, X]) = \{ \alpha \in \text{Hom}_{\Delta}(U, X) \} \text{ for all } u_1, \ldots, u_k \text{ in } U \text{ there is an } s \in S \text{ with } au_i = su_i \text{ for } i = 1, \ldots, k \}.
\]

The decomposition lemmas of [8, Section 2] have versions in this setting. In particular we have

**Lemma 1.** Let \( s[U, X] \) be an \( S \)-representation over \( \Delta \). If \( U = \bigoplus_{i=1}^{n} U_{i} \) and \( S = \bigoplus_{i=1}^{n} S_{i} \) with \( S_{i} U_{j} = 0 \) whenever \( i \neq j \), then \( A_{k}(s[U, X]) \cong \bigoplus_{i=1}^{n} A_{k}(s[U_{i}, X]) \) as \( K \)-spaces, so \( A_{k}(s[U, X]) = \lambda(S) \) if and only if \( A_{k}(s[U_{i}, X]) = \lambda(S_{i}) \) for \( i = 1, \ldots, n \).

**Proof.** Let \( \alpha \in A_{k}(s[U, X]) \) and put \( \alpha_{i} = \alpha[U_{i}] \). Then clearly \( \alpha_{i} \in A_{k}(s[U_{i}, X]) \), and the map \( \phi: \alpha \mapsto (\alpha_{1}, \ldots, \alpha_{n}) \) is an injective \( K \)-homomorphism. Surjectivity is easily established using \( SU_{j} = 0 \) for \( i \neq j \).

The composition length of a finitely generated module \( M \) is denoted \( c(M) \). In particular, \( c(M_{\Delta}) \leq \dim(M_{K}) \). Thus the following theorem extends Azoff’s [2, Theorem 5.2], and our algebraic approach yields a very short and accessible proof.

**Theorem 2.** Let \( M \) be a \( K \)-finite dimensional \( R - \Delta \) bimodule with decomposition \( R M_{\Delta} = M_{1} \oplus \cdots \oplus M_{d} \) as \( R - \Delta \) bimodules, and suppose that \( c(M_{\Delta}) \leq k + 1 \) for all \( j \in \{1, \ldots, d\} \). If \( k \geq 2 \), then \( M^{(k)} \) is a reflexive \( R \)-module.

**Proof.** Since \( k \geq 2 \), \( \text{alg}_{R}\text{lat}(M) = \text{alg}_{R}\text{lat}(R M_{\Delta}) \). Also we may assume that \( R M \) is faithful and that each \( M_{j} \neq 0 \). Since \( 1 = e_{1} + \cdots + e_{m} \) is a sum of an orthogonal set of primitive idempotents in \( R \), according to Lemma 1 we need only show that \( R e[M, M] \) is \( k \)-reflexive for each primitive idempotent \( e \in R \). Since \( \text{Soc}(R M_{j}) \) is a \( \Delta \)-submodule of \( M_{j} \) for each \( j \in \{1, \ldots, d\} \), there is a \( \Delta \)-spanning set \( \{x_{0j}, x_{1j}, \ldots, x_{k_{j}}\} \) (probably with repetitions) for \( eM_{j} \) with \( x_{0j} \in \text{Soc}(R M_{j}) \) and \( x_{1j} \neq 0 \) if \( eM_{j} \neq 0 \). Let

\[
x_{i} = x_{i1} + \cdots + x_{id} \quad \text{for } i = 0, 1, \ldots, k.
\]

If \( \alpha \in A_{k}(R e[M, M]) \), then there is an \( re \in R e \) with \( \alpha x_{i} = rex_{i} \) for \( i = 1, \ldots, k \); and then \( \beta = \alpha - re \in A_{k}(R e[M, M]) \). Since \( k \geq 2 \), there is an \( se \in R e \) with

\[
sex_{0} = \beta x_{0} \quad \text{and} \quad sex_{1} = \beta x_{1} = 0.
\]

Now since \( x_{1} = ex_{1} \neq 0 \) and \( sex_{1} = 0 \), it follows that \( se \in J e \), the unique maximal submodule (see [1, Corollary 17.20 and Theorem 27.11]) of \( R e \). (Otherwise \( e \in R e = R se \), contrary to \( ex_{1} \neq 0 \).) But then since \( x_{0} \in \text{Soc}(R M_{j}) \), \( sex_{0} = 0 \), and so \( \beta x_{0} = 0 \), and hence \( \alpha x_{i} = rex_{i} \), for all \( i = 0, 1, \ldots, k \). Finally, since the sum \( M = M_{1} \oplus \cdots \oplus M_{d} \) is direct and \( aeM_{j} \subseteq M_{j} \), we see from

\[
\alpha x_{1} + \cdots + \alpha x_{id} = rex_{i1} + \cdots + rex_{id}
\]
that $\alpha$ and $\lambda(re)$ agree on the $\Delta$-spanning set $\{ x_{ij} | i = 0, 1, \ldots, k, j = 1, \ldots, d \}$ for $eM$. 

If $R = \{ [a \ b] | a, b \in K \}$, then $M = [K]$ is not reflexive, so Theorem 2 fails for $k = 1$, even for commutative algebras.

Taking $d = 1$, we have the following corollary extending [2, Theorem 3.1].

**Corollary 3.** If $n \geq 3$ and $c(M_\Delta) \leq n$, then $R M$ is $n - 1$-reflexive.

Azoff’s Theorem 4.1 [2] concerns commutative algebras. To deal with it, we need the following two lemmas. The first is part of [6, Corollary 1.9], and the second was remarked in [7]. We include proofs for the sake of completeness.

**Lemma 4.** Let $R M_\Delta = N \oplus L$. If $R N_\Delta$ is reflexive and $R N$ generates $R L$, then $R M_\Delta$ is reflexive.

**Proof.** First suppose $f : N \to L$ is an $R$-homomorphism and $\alpha \in \text{alglat}(M)$. Then for any $n \in N$ there is an $r \in R$ with

$$rn + f(rn) = \alpha(n + f(n)) = \alpha n + \alpha f(n)$$

so, since the sum is direct, $\alpha f(n) = f(\alpha n)$. Assume now that $N$ is reflexive and generates $L$ over $R$. Then there is an $r \in R$ with $\alpha n = r n$ for all $n \in N$, and for each $l \in L$ there are $f_i : N \to L$ and $n_i \in N$ with $\sum_{i=1}^m f_i(n_i) = l$, so that $ad = \sum_{i=1}^m f_i(\alpha n_i) = r l$. Thus $\alpha = \lambda(r)$. 

If $M$ is a finitely generated left $R$-module, then its dual module $M^* = \text{Hom}_K(M, K)$ is a finitely generated right $R$-module and $(\ )^* = \text{Hom}_K(\ , K)$ defines a duality between the categories of finitely generated left and right $R$-modules. The submodules of $M^*$ are just those of the form $\{ \gamma \in M^* | \gamma(L) = 0 \} \cong (M/L)^*$ for the various $R L \leq R M$. Thus it follows that

$$\text{alglat}(M^*) = \{ \alpha^* | \alpha \in \text{alglat}(M) \}.$$ 

Moreover the action of $r \in R$ on $M^*$ is just $\rho_{M^*}(r) = \lambda_M(r)^*$. Thus we have

**Lemma 5.** If $R M$ is finitely generated, then $M$ is reflexive if and only if $M^*$ is reflexive.

If the finite dimensional algebra $R$ is commutative, then $R$ is a direct sum of local rings with identity elements the idempotents $e_1, \ldots, e_m$, so $R M_\Delta$ is reflexive if and only if each of the bimodules $R e_i M_\Delta$ is reflexive. (See Lemma 1.) Our final result extends [2, Theorem 4.1] on commutative $C$-algebras by dealing with an arbitrary field and replacing vector space dimension by the generally smaller composition length $c(R M)$. Letting $\lfloor \frac{n}{2} \rfloor$ denote the greatest integer $\leq \frac{n}{2}$, we have

**Theorem 6.** Let $R$ be a finite dimensional commutative $K$-algebra. If $n \geq 4$ and $c(R M) \leq n$, then $M$ is $\lfloor \frac{n}{2} \rfloor$-reflexive.

**Proof.** Write $k = \lfloor \frac{n}{2} \rfloor$ and recall that, since $k \geq 2$, $\text{alg}_k \text{lat}(R M_R)$. Assume, as we may, that $R$ is local. Let $\alpha \in \text{alg}_k \text{lat}(M)$. If $R M$ is semisimple so that $M = R m_1 \oplus \cdots \oplus R m_d$, then $\alpha(m_1 + \cdots + m_d) = r(m_1 + \cdots + m_d)$ implies $\alpha = \lambda(r)$, since $\alpha \in \text{alglat}(R M_R)$ and the sum is direct. Otherwise, by the Krull-Schmidt Theorem, $M = N \oplus L$ where is $L$ semisimple (or 0), and $N \neq 0$ with $\text{Soc}(R N) \subseteq J N$. In this case, $N^{(k)}$ generates $L^{(k)}$ since (to within isomorphism) $R/J$ is the unique simple $R$-module. Thus by Lemma 4 we need only show that $N^{(k)}$ is reflexive.
If \( c(N/JN) \leq k \), then by Nakayama’s Lemma, \( _R N \) is spanned by \( k \) elements, so since it consists of \( R \)-homomorphisms, \( \text{alg lat}(M) = \lambda(R) \), i.e., \( N^{(k)} \) is reflexive. If \( c(N/JN) > k \), then \( c(Soc(_R N)) \leq k \). But then, since \( N^*/(N^*J) \cong Soc(_R N)^* \) (see [1, Exercise 23.6]), \( N^* \) is spanned by \( k \) elements, and so \( (N^{(k)})^* \cong (N^*)^{(k)} \) is reflexive and Lemma 5 applies.

In conclusion, we note that Azoff also provided examples in [2] showing that his results are best possible for finite dimensional Hilbert spaces (i.e., finitely generated modules over finite dimensional \( C \)-algebras) in terms of vector-space dimension. These examples are actually field independent in the sense that they are valid for a finite dimensional algebra \( R \) over any field \( K \).

On the other hand, suppose \( K \) is algebraically closed. If \( R \) is commutative, then \( c(_R M) = \dim(M_K) \); if \( _R M \) is indecomposable, then \( c(M_\Delta) = \dim(M_K) \). In particular, when \( K = \mathbb{C} \) our Theorem 6 does not improve upon Azoff’s Theorem 4.1. However, consider the rational algebra \( R = \mathbb{Q}[x]/(p(x)^2) \) where \( p(x) \) is an irreducible polynomial of degree 3. Theorem 6 implies that the regular representation \( _R R \mathbb{Q} \) is 2-reflexive since \( c(_R R) = 2 \), but \( \dim(_R R \mathbb{Q})/2 = 3 \).
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