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Abstract. This paper gives the generalized upper and lower solution method for the forced Duffing equation

\[ x'' + kx' + f(t, x) = 0, \]

and obtains existence theorems for \( T \)-periodic solutions, where \( f \) is a Carathéodory function. Our results generalize or extend some famous results obtained by Mawhin(1985), Habets(1990), Nkashama(1989) and Nieto(1990).

1. Introduction

In this paper, we propose a generalized upper and lower solution method for the existence of periodic solutions of the Duffing equation

\[ x'' + kx' + f(t, x) = 0 \quad \text{a.e. on } I = [0, T], \]

\[ x(0) = x(T), \quad x'(0) = x'(T) \]

where \( f : [0, T] \times \mathbb{R} \to \mathbb{R} \) is a Carathéodory function and \( k \in \mathbb{R}\setminus\{0\} \).

We recall (see [6]) that \( f : [0, T] \times \mathbb{R} \to \mathbb{R} \) is called a Carathéodory function if \( f(\cdot, x) \) is measurable for all \( x \in \mathbb{R} \) and \( f(t, \cdot) \) is continuous for a.e. \( t \in [0, T] \).

Mawhin in [5] first gave the upper and lower solution method for (1.1)–(1.2) under the continuous case. Nkashama generalized this method to the Carathéodory case in [6] for the first order differential equation. In [3], Habets et al. obtained similar results to the Carathéodory case for the Liénard equation, which is more general than the Duffing equation. But their results are only applicable to the case \( k > 0 \). In [7], Nieto et al. extended these results in a way.

In this paper, we propose a generalized upper and lower solution method for (1.1)–(1.2) under a Carathéodory condition for \( k \in \mathbb{R}\setminus\{0\} \). The upper and lower solutions may no longer be periodic and the above mentioned results are generalized. In addition, we give an applicable example in the last section.

Finally, let us give the following notation for convenience. Let \( I = [0, T] \). \( \mathbb{R} \) denotes all real numbers. \( L^p(I), p = 1, 2 \), denotes the usual Lebesgue space with norm \( \| \cdot \|_{L^p} = \left( \int_0^T |x(t)|^p dt \right)^{\frac{1}{p}} \). The Sobolev spaces \( W^{2,1}(I) (i = 1, 2) \) are defined...
by
\[ W^{2,1}(I) = \{ x| x \in L^1(I), x^{(j)} \in L^1(I), j = 1, 2 \} \]
with norm
\[ |x|_{W^{2,1}} = \left( \sum_{j=0}^{2} |x^{(j)}|_{L^1}^1 \right)^{\frac{1}{2}}, \]
where \( x^{(j)} \) denotes the distributional derivatives of \( x \). Let \( C(I) \) denote real valued continuous functions on \( I \), and let
\[ |x|_{\infty} = \max\{|x(t)| | t \in I\}. \]

2. Definitions and Theorems

In this section, we give the definitions of generalized upper and lower solutions and state our main results.

First, we suppose that \( f(t, x) \) is a Carathéodory function satisfying the growth restriction, i.e., for each real constant \( r \geq 0 \), there exists a function \( h_r \in L^1(I) \) such that for a.e. \( t \in I \) and all \( x \in \mathbb{R} \) with \( |x| \leq r \), we have
\[ |f(t, x)| \leq h_r(t). \]

We call a function \( x : I \to \mathbb{R} \) the solution of (1.1)–(1.2) if it is a continuously differentiable function such that \( x' \) is absolutely continuous and (1.1)–(1.2) hold.

**Definition 2.1.** Let \( a : I \to \mathbb{R}, b : I \to \mathbb{R} \) be functions of class \( C^1 \) with absolutely continuous derivatives such that for all \( t \in I \)
\[ a(t) \leq b(t). \]

Such functions \( a \) and \( b \) are called lower and upper solutions respectively, if they satisfy
\[ a''(t) + ka'(t) + f(t, a(t)) \geq 0 \quad \text{a.e. } t \in I, \]
\[ a(0) = a(T), \quad a'(0) \geq a'(T), \]
and
\[ b''(t) + kb'(t) + f(t, b(t)) \leq 0 \quad \text{a.e. } t \in I, \]
\[ b(0) = b(T), \quad b'(0) \leq b'(T). \]

**Theorem 2.1.** Assume that there exist a lower solution \( a(t) \) and an upper solution \( b(t) \) defined by Definition 2.1 for (1.1)–(1.2). Then the periodic BVP (1.1)–(1.2) has at least one solution \( x(t) \) such that \( a(t) \leq x(t) \leq b(t) \) for all \( t \in I \).

**Remark.** Although Theorem 2.1 can be a special case of more general results obtained in [7] and the references therein, we will give it a full proof in our way so as to prove our main result (Theorem 2.2).

**Definition 2.2.** Let \( a_1(t), b_1(t) \in C^1 \) with absolutely continuous derivatives and \( a_1(t) \leq b_1(t) \) for all \( t \in I \). Such \( a_1(t) \) and \( b_1(t) \) are called reversedly lower and upper solutions respectively, if they satisfy
\[ a_1''(t) + ka_1'(t) + f(t, a_1(t)) \leq 0 \quad \text{for a.e. } t \in I, \]
\[ a_1(0) = a_1(T), \quad a_1'(0) \leq a_1'(T), \]
and
\[ b''(t) + kb'(t) + f(t, b(t)) \geq 0 \quad \text{for a.e. } t \in I, \]
\[ b_1(0) = b_1(T), \quad b'_1(0) \geq b'_1(T). \]

\textbf{Theorem 2.2.} Assume that \( f(t, x) \) has the nonincreasing property with respect to \( x \). If there exist a reversedly lower solution \( a_1(t) \) and a reversedly upper solution \( b_1(t) \) for (1.1)–(1.2) defined by Definition 2.2, then the periodic BVP (1.1)–(1.2) has at least one solution \( x(t) \) such that \( a_1(t) \leq x(t) \leq b_1(t) \) for all \( t \in I \).

3. PROOF OF THE THEOREMS

\textbf{Proof of Theorem 2.1.} First, let us define the function \( c : \mathbb{R}^3 \to \mathbb{R} \) by
\[
c(r, x, R) = \begin{cases} R & \text{if } x > R, \\ x & \text{if } r \leq x \leq R, \\ r & \text{if } x < r; \end{cases}
\]
and define
\[
F(t, x) = f(t, c(a(t), x, b(t))).
\]
It is evident that \( F(t, x) \) is also a Carathéodory function.

Now, we modify the periodic boundary value problem (1.1)–(1.2) to the problem
\[
x'' + kx' + F(t, x) = x - c(a(t), x, b(t)) \quad \text{a.e. } t \in I,
\]
\[
x(0) = x(T), \quad x(0) = c(a(0), x(0) + x'(0) = x'(T), b(0)).
\]
We can prove that (3.3)–(3.4) is equivalent to (1.1)–(1.2) for \( t \in I \) and \( a(t) \leq x \leq b(t) \). It is sufficient to show that any solution \( x(t) \) of (3.3)–(3.4) satisfies \( a(t) \leq x(t) \leq b(t) \) for all \( t \in I \), and (1.2).

In fact, it is clear that, from (3.4) and (3.1), \( a(0) \leq x(0) \leq b(0) \) and, from (3.4),
\[
a(T) = a(0) \leq x(0) = x(T) \leq b(0) = b(T).
\]
In order to show \( a(t) \leq x(t) \leq b(t) \) for \( t \in (0, T) \), let \( y : I \to \mathbb{R} \) be \( y(t) = \exp \left( \frac{k}{2}t \right) x(t) \). Putting \( C = \exp \left( \frac{k}{2}T \right) \), the modified BVP (3.3)–(3.4) can then be changed into
\[
y'' - \frac{k^2}{4}y + F(t, y, \exp \left( -\frac{k}{2}t \right)) \exp \left( \frac{k}{2}t \right)
\]
\[= y - c(a(t), y(t) \exp \left( -\frac{k}{2}t \right), b(t)) \exp \left( \frac{k}{2}t \right) \quad \text{a.e. } t \in I,
\]
\[
y(T) = Cy(0), \quad y(0) = c(a(0), y(0) + y'(0) - \frac{1}{C}y'(T), b(0)).
\]

Letting \( \alpha(t) = \exp \left( \frac{k}{2}t \right) a(t) \) and \( \beta(t) = \exp \left( \frac{k}{2}t \right) b(t) \), then \( \alpha(t) \) and \( \beta(t) \) are lower and upper solutions of BVP (3.6)–(3.7) respectively which satisfy the following relations:
\[
\alpha'' - \frac{k^2}{4} + F \left(t, \alpha, \exp \left(-\frac{k}{2}t\right) \right) \exp \left( \frac{k}{2}t \right) \geq 0 \quad \text{a.e. } t \in I,
\]
\[
\alpha(T) = C\alpha(0), \quad \alpha(0) \geq c(\alpha(0), \alpha(0) + \alpha'(0) - \frac{1}{C}\alpha'(T), \beta(0)),
\]
and
\[ \beta'' - \frac{k^2}{4} \beta + F(t, \beta \exp \left( \frac{-k}{2} t \right)) \exp \left( \frac{k}{2} t \right) \leq 0 \quad \text{a.e. } t \in I, \]
(3.9)
\[ \beta(T) = C \beta(0), \quad \beta(0) \leq c(\alpha(0), \beta(0) + \beta'(0) - \frac{1}{C} \beta'(T), \beta(0)), \]

and \( \alpha(t) \leq \beta(t) \) for \( t \in I \).

It follows from (3.5) that \( \alpha(0) \leq y(0) \leq \beta(0) \) and \( \alpha(T) \leq y(T) \leq \beta(T) \). Suppose that there exists some \( t_0 \in I \) such that \( y(t_0) > \beta(t_0) \). Then, by continuity, there exist \( t_1 < t_0 < t_2 \), such that \( y(t) - \beta(t) > 0 \) for all \( t \in (t_1, t_2) \), and \( y(t_1) - \beta(t_1) = y(t_2) - \beta(t_2) = 0 \). Thus there exists a subset \( I_0 \) in \( (t_1, t_2) \) with positive measure such that for all \( t \in I_0 \),
\[ y''(t) - \beta''(t) < 0. \]
(3.10)
But, by (3.9), for a.e. \( t \in I \) such that \( y(t) > \beta(t) \) we have
\[ y''(t) = \frac{k^2}{4} y(t) - F(t, y(t) \exp \left( \frac{-k}{2} t \right)) \exp \left( \frac{k}{2} t \right) + y(t) - c(\alpha(t), y(t), \beta(t)) \]
\[ > \frac{k^2}{4} \beta(t) - F(t, \beta(t) \exp \left( \frac{-k}{2} t \right)) \exp \left( \frac{k}{2} t \right) \]
\[ \geq \beta''(t), \]
i.e.
(3.11)
\[ y''(t) - \beta''(t) > 0 \]
for a.e. \( t \in (t_1, t_2) \), which conflicts with (3.10). Therefore, \( y(t) \leq \beta(t) \) for all \( t \in I \).

A similar proof shows that \( y(t) \geq \alpha(t) \) for all \( t \in I \).

Now, we show that \( x'(0) = x'(T) \). According to what we have proved, i.e., \( a(t) \leq x(t) \leq b(t) \) for \( t \in [0, T] \), and the definition of \( c(r, x, R) \), what we have to prove is to exclude the case \( x(0) = b(0), x'(0) > x'(T) \) or \( x(0) = a(0), x'(0) < x'(T) \).

In fact, \( x(0) = b(0) \) implies that \( x'(0) \leq b'(0) \). If not, then there exists a \( t'_0 > 0 \) such that \( x(t) > b(t) \) for \( t \in (0, t'_0) \), a contradiction. Similarly, \( x(T) = b(T) \) implies that \( x'(T) \geq b'(T) \). Therefore, \( x'(0) \leq b'(0) \leq b'(T) \leq x'(T) \).

Also, we can prove that \( x'(0) \geq a'(0) \geq a'(T) \geq x'(T) \) if \( x(0) = a(0) \).

So, (3.3)–(3.4) is equivalent to (1.1)–(1.2).

Next, we prove that the modified periodic BVP (3.3)–(3.4) has at least one solution by applying Leray–Schauder degree theory. Basing on this consideration, we discuss the homotopy
\[ x''(t) + kx'(t) = (1 - \lambda)x(t) + \lambda[x(t) - F(t, x(t)) - c(a(t), x(t), b(t))], \]
\[ x(0) - x(T) = x'(0) - x'(T) = 0 \]
which is equivalent to
\[ x''(t) + kx'(t) - x(t) = -\lambda[F(t, x(t)) + c(a(t), x(t), b(t))], \]
(3.12)
\[ x(0) - x(T) = x'(0) - x'(T) = 0 \]
(3.13)
where \( \lambda \in [0, 1] \).

Let \( x(t) \) be a solution of problem (3.12)–(3.13) for \( \lambda = 1 \). We have to prove that
(3.14)
\[ a(0) \leq x(0) \leq b(0), \]
which guarantees that \( x(t) \) satisfies (3.4).
In fact, if \( x(t) < a(t) \) for all \( t \in I \), then Eq. (3.12)_{\lambda=1} can be simplified to
\[
(3.15) \quad x''(t) + kx'(t) = (x(t) - a(t)) - f(t, a(t))
\]
for a.e. \( t \in I \). By the first formula in (2.3), we have \( x''(t) + kx'(t) \leq (x(t) - a(t)) + a''(t) + ka'(t) < a''(t) + ka'(t) \), i.e.,
\[
(3.16) \quad x''(t) + kx'(t) < a''(t) + ka'(t)
\]
for a.e. \( t \in I \).

Integrating (3.16) from 0 to \( T \), we have \( a'(0) < a'(T) \), which conflicts with the second formula in (2.3). Therefore, if \( x(0) < a(0) \), there must exist a \( t_{01} \in I \) such that \( x(t_{01}) = a(t_{01}) \), and \( x(t) < a(t) \) for \( 0 \leq t < t_{01} \). Similarly, it follows from the fact \( x(0) = x(T), a(0) = a(T) \) that there exists a \( t_{02} \in I, t_{01} < t_{02} < T \), such that \( x(t_{02}) = a(t_{02}) \), and \( x(t) < a(t) \) for \( t_{02} < t \leq T \). The same argument shows that (3.16) holds for a.e. \( t \in [0, t_{01}) \cup (t_{02}, T] \).

Noticing that \( x(t) - a(t) \) increases from negative to nonnegative as \( t \to t_{01}^- \), we can conclude that \( x'(t_{01}) - a'(t_{01}) \geq 0 \). Therefore, if \( x'(0) - a'(0) < 0 \), then there exists a \( t_{01} \in (0, t_{01}) \) such that \( x(t_{01}) - a(t_{01}) \) is a minimum which is smaller than \( x(0) - a(0) \). Similarly, we can conclude that \( x'(t_{02}) - a'(t_{02}) \leq 0 \) because \( x(t) - a(t) \) decreases from nonnegative to negative as \( t \) increases from \( t_{02} \) to \( t_{02}^+ \). Therefore, if \( x'(0) - a'(0) > 0 \), then \( x'(T) - a'(T) \geq x'(0) - a'(0) > 0 \), which implies there exists a \( t_{01} \in (t_{02}, T) \) such that \( x(t_{01}) = a(t_{01}) \) is a minimum not greater than \( x(T) - a(T) \). Finally, supposing \( x'(0) - a'(0) = 0 \), then \( x'(T) - a'(T) \geq 0 \) by (2.3)'. Therefore, whether \( x(0) - a(0) \) is a minimum or not, there exists a minimum point \( 0 \leq t_{01} \leq T \) for \( x(t) - a(t) \).

Now, given a minimum point \( t_{01} \) as above, for any \( \xi \) sufficiently close to and smaller than \( t_{01} \), which implies \( x'(\xi) - a'(\xi) \leq 0 \), there exists a \( \zeta \) sufficiently close to and greater than \( t_{01} \), which implies \( x'(\zeta) - a'(\zeta) \geq 0 \), such that \( x(\xi) - a(\xi) = x(\zeta) - a(\zeta) \). (In case \( t_0 = T \), we may take a \( \zeta \) which is sufficiently close to and greater than 0.) Integrating (3.16) from \( \xi \) to \( \zeta \) (in case \( t_0 = T \), from \( \xi \) to \( \zeta + T \)), we obtain \( (x'(\zeta) - a'(\zeta)) - (x'(\xi) - a'(\xi)) \leq 0 \), which conflicts with the choice of \( \xi \) and \( \zeta \).

Therefore, \( x(0) \geq a(0) \); similarly, \( x(0) \leq b(0) \). Hence, Eq. (3.12)_{\lambda=1}–(3.13) is equivalent to Eq. (3.3)–(3.4), and also to Eq. (1.1)–(1.2).

Let us first, as in [2], define the differential operator \( L : W^2,1_{1}(I) \subset L^2(I) \to L^1(I) \) by
\[
(3.17) \quad Lx = x'' + kx' - x
\]
where \( W^2,1_{1}(I) \subset W^2,1(I) \) is the Sobolev function space of period-\( T \) defined by \( W^2,1_{1}(I) = \{ x \in W^2,1(I) : x'(0) = x'(T) = x(0) = x(T) = 0 \} \). It is clear that \( L \) is a Fredholm operator of index 0. The spectrum of \( L \) is defined by \( \sigma(L) \). Obviously, \( K = L^{-1} : L^1(I) \to W^2,1_{1}(I) \) exists and is continuous because \( 0 \notin \sigma(L) \).

Now define \( N : L^2(I) \to L^1(I) \) by \( Nx = F(\cdot, x(\cdot)) + c(a(\cdot), x(\cdot), b(\cdot)) \). Then (3.12)–(3.13) can be written in the equivalent form
\[
(3.18) \quad Lx = -\lambda Nx
\]
where \( \lambda \in [0, 1] \) and \( x \in W^2,1_{1}(I) \). It follows from the discussion above that \( K : L^1(I) \to L^2(I) \) is compact since \( W^2,1_{1}(I) \) is compactly embedded into \( L^2(I) \) and
(3.18) is equivalent to

(3.19) \[ x = -\lambda KNx. \]

We shall prove that all the solutions of Eq. (3.19) are bounded independently of \( \lambda \in [0, 1] \), i.e., to find \textit{a priori} bounds for solutions of (3.19).

Let \( x \in W^{1,1}_1(I) \) be a solution of (3.12)–(3.13) for some \( \lambda \in [0, 1] \). It follows from \( a(t) \leq c(a(t), x(t), b(t)) \leq b(t) \) for all \( t \in I \) with the continuity of \( a \) and \( b \), the definition of \( F \) and relation (2.1), that

(3.20) \[ |\lambda F'(-, x(-)) + c(a(-), x(-), b(-))|_{L^2} \leq |d|_{L^2} \]

for some \( d \in L^2(I) \) which depends only on \( a \) and \( b \) but not on \( \lambda \) or \( x \).

Also, because of the homotopy invariance of the Leray–Schauder degree, where \( d(\cdot, \cdot, \cdot) \) denotes the Leray–Schauder degree. By the generalized Leray–Schauder continuation theorem given by Mawhin [1], we obtain the existence of the solution of (1.1)–(1.2). The proof is complete. \( \square \)

In order to prove Theorem 2.2, we first have

**Lemma.** Assume that \( f(t, x) \) has the nonincreasing property with respect to \( x \). Let \( a_1(t) \) and \( b_1(t) \) be reversely lower and upper solutions for (1.1)–(1.2) respectively defined by Definition 2.2, and let \( a_1(t) = \exp\left(\frac{k}{2} t\right) a_1(t) \), \( \beta_1(t) = \exp\left(\frac{k}{2} t\right) b_1(t) \), and \( y(t) = \exp\left(\frac{k}{2} t\right) x(t) \), where \( x(t) \) is any solution of (3.3)–(3.4) and \( a(t) \) and \( b(t) \) in (3.3) are now (and in the following) replaced by \( a_1(t) \) and \( b_1(t) \). Then

(3.22) \[ y''(t) - a_1''(t) > 0 \]

holds for almost all \( t \in I \) such that \( y(t) - a_1(t) > 0 \); and

(3.23) \[ y''(t) - \beta_1''(t) < 0 \]

holds for almost all \( t \in I \) such that \( y(t) - \beta_1(t) < 0 \).

**Proof.** In fact, let \( C = \exp\left(\frac{k}{2} T\right) \), such \( a_1(t) \) and \( \beta_1(t) \) satisfy

(3.8)’ \[ a_1'' - \frac{k^2}{4} a_1 + F(t, a_1 \exp(-\frac{k}{2} t)) \exp\left(\frac{k}{2} t\right) \leq 0, \]

\[ a_1(T) = C a_1(0), \quad a_1(0) \leq c(a_1(0), a_1(0) + a_1'(0) - \frac{1}{C} a_1'(T), \beta_1(0)), \]
and
\[
(3.9)'
\begin{align*}
\beta_1'' - \frac{k^2}{4} \beta_1 + F(t, \beta_1 \exp\left(-\frac{k}{2} t\right)) \exp\left(\frac{k}{2} t\right) &= 0, \\
\beta_1(T) &= C \beta_1(0), \quad \beta_1(0) \geq c(\alpha_1(0), \beta_1(0) + \beta_1'(0) - \frac{1}{C} \beta_1'(T), \beta_1(0)),
\end{align*}
\]
and
\[
\alpha_1(t) \leq \beta_1(t) \quad \text{for} \quad t \in I.
\]

Let \( \triangle = \{ t \in I | y(t) < \beta_1(t) \} \). Then according to the nonincreasing property of \( f \) with respect to the second variable, we have
\[
y''(t) = \frac{k^2}{4} y(t) - F(t, y(t) \exp(-\frac{k}{2} t)) \exp(\frac{k}{2} t) + y(t) - c(\alpha_1(t), y(t), \beta_1(t))
\]
\[
< \frac{k^2}{4} \beta_1(t) - F(t, \beta_1(t) \exp(-\frac{k}{2} t)) \exp(\frac{k}{2} t) \leq \beta_1'(t)
\]
for a.e. \( t \in \triangle \), which proves inequality (3.23).

Similarly, we can prove inequality (3.22). The proof of the Lemma is complete.

\( \square \)

**Proof of Theorem 2.2.** Let \( y(t) = \exp\left(\frac{k}{2} t\right) x(t) \), where \( x(t) \) is any solution of (3.3)–(3.4). Similarly to the proof of Theorem 2.1, we first show that \( \alpha_1(t) \leq y(t) \leq \beta_1(t) \) for all \( t \in I \), where \( \alpha_1(t) \) and \( \beta_1(t) \) satisfy the inequalities (3.8)' and (3.9)'.

Firstly, we also have \( \alpha_1(0) \leq y(0) \leq \beta_1(0) \), \( \alpha_1(T) \leq y(T) \leq \beta_1(T) \).

Now suppose that \( y'(0) - \alpha_1'(0) > 0 \). Then \( y(t) - \alpha_1(t) > 0 \) for all \( t \in (0, T] \).

In fact, if there exists \( t_0 \in (0, T] \) such that \( y(t_0) - \alpha_1(t_0) = y(0) - \alpha_1(0) \) and \( y(t) - \alpha_1(t) > y(0) - \alpha_1(0) \) for \( t \in (0, t_0) \), then by Rolle’s Theorem there exists \( \bar{t}_0, 0 < \bar{t}_0 < t_0 \), such that
\[
y'(ar{t}_0) - \alpha_1'(ar{t}_0) = 0.
\]
But \( y(t) - \alpha_1(t) > y(0) - \alpha_1(0) \geq 0 \) for \( t \in (0, \bar{t}_0] \), which implies by our Lemma that \( y''(t) - \alpha_1''(t) > 0 \) for \( t \in (0, \bar{t}_0] \) and therefore \( y'(<\bar{t}_0) - \alpha_1'(\bar{t}_0) > y'(0) - \alpha_1'(0) > 0 \), a contradiction to (3.24). Hence, \( y(t) - \alpha_1(t) > y(0) - \alpha_1(0) \geq 0 \) for all \( t \in I \). Thus the proof will be completed.

Now, suppose that \( y'(0) - \alpha_1'(0) \leq 0 \), and there exist \( \bar{t}_1, \bar{t}_2 \) and \( \bar{t}_3 \in I, \bar{t}_1 < \bar{t}_2 < \bar{t}_3 \), such that \( y(t_1) - \alpha_1(t_1) = y(t_1) - \alpha_1(t_3) = 0, y(t_2) - \alpha_1(t_2) < 0 \) and \( y(t) - \alpha_1(t) > 0 \) for \( t \in (0, \bar{t}_1) \cup (\bar{t}_3, T) \). Because of \( y(T) - \alpha_1(T) = C(y(0) - \alpha_1(0)) \), it follows that \( \bar{t}_1 = 0 \) if and only if \( \bar{t}_3 = T \).

If \( \bar{t}_1 \neq 0 \) and \( \bar{t}_3 \neq T \), then \( y'(<\bar{t}_3) - \alpha_1'(<\bar{t}_3) \geq 0 \) because \( y(t) - \alpha_1(t) > 0 \) for \( \bar{t}_3 < t < T \) and \( y(\bar{t}_3) - \alpha_1(\bar{t}_3) = 0 \). And \( y(t) - \alpha_1(t) > 0 \) for \( \bar{t}_3 < t < T \) implies \( y''(t) - \alpha_1''(t) > 0 \) for \( \bar{t}_3 < t < T \) by our Lemma, and therefore \( y'(T) - \alpha_1'(T) > y'(\bar{t}_3) - \alpha_1'(\bar{t}_3) \geq 0 \). It follows from (3.8)' that \( \alpha_1'(T) \geq C \alpha_1'(0) \) which implies
\[
0 < y'(T) - \alpha_1'(T) \leq C(y'(0) - \alpha_1'(0)),
\]
which contradicts our assumption \( y'(0) - \alpha_1'(0) \leq 0 \) because \( C > 0 \).

If \( \bar{t}_1 = 0, \bar{t}_3 = T \) and \( y'(0) - \alpha_1'(0) < 0 \), then \( y'(T) - \alpha_1'(T) \geq 0 \). In fact, if \( y'(T) - \alpha_1'(T) < 0 \), then there exists \( t_4, 0 < t_4 < T \), such that \( y(t_4) - \alpha_1(t_4) = 0, y'(t_4) - \alpha_1'(t_4) \geq 0 \) and \( y(t) - \alpha_1(t) > 0 \) for \( t \in (0, t_4) \) because of \( y(T) - \alpha_1(T) = y(0) - \alpha_1(0) = 0 \). Again, by our Lemma, we have \( y''(t) - \alpha_1''(t) > 0 \) for all \( t \in (t_4, T), \)

which implies $y'(\tilde{t}_4) - \alpha_1'(\tilde{t}_4) < 0$, a contradiction. Therefore, $y'(T) - \alpha_1'(T) \geq 0$, and again by (3.25) we have a contradiction.

Finally, if $t_1 = 0$, $t_3 = T$ and $y'(0) - \alpha_1'(0) = 0$, then $y'(0) = \alpha_1'(0), y(0) = \alpha_1(0)$. By (3.6), (3.8)', the nonincreasing property of $f$ and differential inequalities (see, for example, Corollary 4.3 [4, Chapter III] and the exercises following it), we get $y(t) \geq \alpha_1(t)$ for all $t \in I$.

Therefore, we prove that $y(t) - \alpha_1(t) \geq 0$ for all $t \in I$, and, similarly, $y(t) - \beta_1(t) \leq 0$ for all $t \in I$.

Now, let $x(t)$ be a solution of problem (3.12)--(3.13) for $\lambda = 1$. Similarly to the proof in Theorem 2.1, we shall show that

(3.14)

$$a_1(0) \leq x(0) \leq b_1(0).$$

In fact, if $x(t) < a_1(t)$ for all $t \in I$, then $x(t) < b_1(t)$ for all $t \in I$ according to Definition 2.2. Therefore, Eq. (3.12)$_{\lambda=1}$ can also be simplified into

(3.15)

$$x''(t) + k x'(t) = (x(t) - a_1(t)) - f(t, a_1(t))$$

for a.e. $t \in I$. By the nonincreasing property of $f(t, x)$ and the first formulae in (2.3)' and (2.4)', we obtain

$$x''(t) + k x'(t) < -f(t, b_1(t)) \leq f(t, b_1(t)) \leq b_1''(t) + k b_1'(t),$$

i.e.

(3.16)'

$$x''(t) + k x'(t) < b_1''(t) + k b_1'(t).$$

Integrating (3.16)' from 0 to $T$, we have $b_1(0) < b_1(T)$, which conflicts with the second formula in (2.4)'. Similarly to the proof following (3.16), we can prove that $x(0) < a_1(0)$ or $x(0) > b_1(0)$ is impossible. Therefore, $a_1(0) \leq x(0) \leq b_1(0)$, which guarantees the equivalence of (3.12)$_{\lambda=1}$--(3.13) and (3.3)--(3.4).

The proof of Theorem 2.2 is complete. $\square$

4. Applicable example

In this section, we study the existence of solutions to the following periodic boundary value problem for the second order Duffing equation

(4.1) \hspace{1cm} x'' + k x' + g(t, x) = s \hspace{0.5cm} \text{a.e. on} \hspace{0.5cm} [0, T],

(4.2) \hspace{1cm} x(0) = x(T), \hspace{0.5cm} x'(0) = x'(T)

where $s$ is a real parameter, $g : [0, T] \times \mathbb{R} \to \mathbb{R}$ is a Carathéodory function and $k \in \mathbb{R}\setminus\{0\}$. We give conditions for periodic BVP (4.1)--(4.2) to have at least one solution by using the existence result obtained in Section 2 and Section 3.

Under the nonincreasing property of $g(t, x)$ with respect to the second variable, by applying Theorem 2.2, one has

**Theorem 4.1.** Assume that there exist two constants $R_1 > 0$, $s_1 \in \mathbb{R}$ and $g_0 \in L^1(T)$, such that

(4.3) \hspace{1cm} g(t, x) \geq g_0(t)

and

(4.4) \hspace{1cm} g(t, 0) \leq s_1 \leq \frac{1}{T} \int_0^T g_0(t) dt
for a.e. $t \in I$ and all $x \geq R_1$. Then there exists an $s_0 \leq s_1$ (with the possibility $s_0 = -\infty$) such that

1) for $s < s_0$, $(4.1)$–$(4.2)$ has no solution;
2) for $s \in (s_0, s_1]$, $(4.1)$–$(4.2)$ has at least one solution.

Proof. We first prove the existence of a solution of problem $(4.1)$–$(4.2)$ for $s = s_1$.

Consider a periodic boundary value problem

\begin{equation}
\alpha'' + k\alpha' + g_0(t) - \frac{1}{T} \int_0^T g_0(t) dt = 0,
\end{equation}

\begin{equation}
\alpha(0) = \alpha(T), \quad \alpha'(0) = \alpha'(T).
\end{equation}

In order to show that Eq. $(4.5)$–$(4.6)$ has a solution $\alpha \in W^{2,1}(0, T)$, we consider the homotopy

\begin{equation}
\alpha'' + k\lambda\alpha' + g_0(t) - \frac{1}{T} \int_0^T g_0(t) dt = 0
\end{equation}

with $(4.6)$ and $\lambda \in [0, 1]$.

Multiplying $(4.7)$ by $\alpha$ and integrating from 0 to $T$, we get

\begin{equation}
|\alpha|^2_{L^2} = |\int_0^T \alpha(g_0(t) - \frac{1}{T} \int_0^T g_0(t) dt)| \leq |\alpha|_{\infty} |g_0(t) - \frac{1}{T} \int_0^T g_0(t) dt|_{L^1},
\end{equation}

\begin{equation}
\leq \sqrt{T} |\alpha|_{L^2} |g_0(t) - \frac{1}{T} \int_0^T g_0(t) dt|_{L^1},
\end{equation}

and therefore,

\begin{equation}
|\alpha'|_{L^2} \leq \sqrt{T} |g_0(t) - \frac{1}{T} \int_0^T g_0(t) dt|_{L^1}.
\end{equation}

Hence,

\begin{equation}
|\alpha|_{\infty} \leq T |g_0(t) - \frac{1}{T} \int_0^T g_0(t) dt|_{L^1},
\end{equation}

which shows that all the solutions of $(4.7)$–$(4.6)$ will be bounded in $L^1(I)$.

By Mawhin’s degree theorem [1], it follows that Eq. $(4.5)$–$(4.6)$ has a solution $\alpha = \alpha(t)$ which satisfies $\int_0^T \alpha(t) dt = 0$ and $(4.9)$.

Now, let

\begin{equation}
\bar{s}_0 = \bar{s} - T |g_0(t) - \frac{1}{T} \int_0^T g_0(t) dt|_{L^1} - R_1.
\end{equation}

Then, by $(4.3)$ and $(4.4)$,

\begin{equation}
g(t, \bar{s}_0(t)) \geq g_0(t) \geq g_0(t) - \frac{1}{T} \int_0^T g_0(t) dt + s_1
\end{equation}

corresponds to a reversedly upper solution $\beta(t) \equiv 0$, according to $(4.4)$.

Thus, Theorem 2.2 provides the existence of a solution $x_1(t)$ of problem $(4.1)$–$(4.2)$ for $s = s_1$, and

\begin{equation}
\alpha_0(t) \leq x_1(t) \leq 0
\end{equation}

for all $t \in I$.

Next, we show that if problem $(4.1)$–$(4.2)$ has a solution $x(t)$ for some $s < s_1$, then it has a solution for each $\bar{s} \in [s, s_1]$. 

Obviously, $x(t)$ is a reversedly upper solution of problem (4.1)–(4.2) (with $\tilde{s}$ in place of $s$), which corresponds to a reversedly lower solution $\pi_0(t)$ of (4.1)–(4.2) for $\tilde{s}$, if we choose $R_1$ large enough to satisfy both $x(t) > -R_1$ and (4.3).

Again, Theorem 2.2 yields the existence of a solution of problem (4.1)–(4.2) for $\tilde{s}$.

Finally, let us take $s_0 = \sup\{s \in \mathbb{R}| \text{ (4.1)–(4.2) has at least one solution} \}$. If (4.1)–(4.2) has a solution for all $s \leq s_1$, $s_0$ will be taken as $-\infty$. From the discussion above, we have $s_0 \leq s_1$ and that (4.1)–(4.2) has at least one solution for $s \in (s_0, s_1]$. Theorem 4.1 is proved.
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