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Abstract. We discuss spaces of Sobolev type which are defined by the operator with singularity: \( D = \frac{d}{dx} - \frac{c}{x} R \), where \( Ru(x) = u(-x) \) and \( c > 1 \). This operator appears in a one-dimensional harmonic oscillator governed by Wigner’s commutation relations. We study smoothness of \( u \) and continuity of \( u / x^\beta \) (\( \beta > 0 \)) where \( u \) is in each space of Sobolev type, and obtain a generalization of the Sobolev embedding theorem. On the basis of a generalization of the Fourier transform, the proof is carried out. We apply the result to the Cauchy problems for partial differential equations with singular coefficients.

1. Introduction and the main result

This paper is concerned with spaces of Sobolev type defined by the operator with singularity:

\[ D = \frac{d}{dx} - \frac{c}{x} R, \quad Ru(x) = u(-x), \]

with a real constant \( c \) specified later. The operator \( p = -iD \), called the momentum operator, appears in a one-dimensional harmonic oscillator governed by Wigner’s commutation relations \[10\]: \( ip = [x, H] \) and \(-ix = [p, H]\), where the Hamiltonian is of the classical form \( H = \frac{p^2 + x^2}{2} \). Assuming that \( x \) is the multiplication by \( x \), Yang \[11\] derived the above expression for \( D \). When \( c = 0 \), Wigner’s commutation relations are reduced to the canonical commutation relations in quantum mechanics and \( D \) becomes the differential operator \( d/dx \).

Self-adjointness of the momentum operator \( p \) and of the Hamiltonian \( H \) is established (see \[3\] and \[8\]). On the basis of the Bessel transform \( B \), the spectrum of the self-adjoint operator \( p \) is studied in \[3\]. This transform is a unitary operator from \( L^2(\mathbb{R}^1) \) onto itself \[3, Theorem 3.2\]:

\[ (Bu, Bv) = (u, v), \quad u, v \in L^2(\mathbb{R}^1), \]

where \((\cdot, \cdot)\) denotes the inner product of \( L^2(\mathbb{R}^1) \) defined by

\[ (u, v) = \int_{-\infty}^{\infty} u(x) \overline{v(x)} \, dx. \]
Moreover, we have

\begin{equation}
Bu(y) = \text{l.i.m.}_{L \to \infty} \int_{-L}^{L} \varphi(xy) u(x) \, dx,
\end{equation}

\begin{equation}
B^* u(x) = \text{l.i.m.}_{L \to \infty} \int_{-L}^{L} \varphi(xy) u(y) \, dy
\end{equation}

for \( u \in L^2(\mathbb{R}^1) \) [3, Theorem 3.4]. Here

\begin{equation}
\varphi(xy) = \frac{\sqrt{|xy|}}{2} \left\{ J_{c-1/2}(|xy|) + i \text{sgn}(xy) J_{c+1/2}(|xy|) \right\}
\end{equation}

and \( J_\nu \) is a Bessel function. If \( c = 0 \), then \( \varphi(xy) = \frac{e^{ixy}}{\sqrt{2\pi}} \) and hence the Bessel transform coincides with the Fourier transform. For this reason the Bessel transform can be regarded as a generalization of the Fourier transform. Ohnuki and Kamefuchi [2, pp.289-296] were the first to obtain the function \( \varphi \) in the study of the eigenvalue problem of the momentum operator \( p \):

\begin{equation}
p \varphi = y \varphi.
\end{equation}

The multiplication by \( y \) is self-adjoint on the set \( D(y) = \{ u(y) : u, yu \in L^2(\mathbb{R}^1) \} \).

With the aid of the Bessel transform, the self-adjoint operators \( p \) and \( y \) are shown to be unitarily equivalent to each other [3, Proposition 4.2]:

\begin{equation}
y = BpB^*.
\end{equation}

For unitary equivalence, see e.g. Goldstein [1, p. 94].

We now define spaces of Sobolev type using the Bessel transform \( B \):

**Definition 1.1.**

\[ \mathcal{H}^m(\mathbb{R}^1) = \left\{ u \in L^2(\mathbb{R}^1) : \int_{-\infty}^{\infty} \left( 1 + y^2 \right)^m |Bu(y)|^2 \, dy < \infty \right\}, \]

where \( m = 0, 1, 2, \cdots \).

The space of Sobolev type \( \mathcal{H}^m(\mathbb{R}^1) \) is a Hilbert space with inner product

\[ (u, v)_m = \int_{-\infty}^{\infty} \left( 1 + y^2 \right)^m Bu(y) \overline{Bv(y)} \, dy \]

and norm \( |u|_m = (u, u)_m^{1/2} \).

**Remark.** The Bessel transform \( B \) depends on the constant \( c \), and so does \( \mathcal{H}^m(\mathbb{R}^1) \). When \( c = 0 \), \( B \) coincides with the Fourier transform and \( \mathcal{H}^m(\mathbb{R}^1) \) turns out to be the Sobolev space \( H^m(\mathbb{R}^1) \).

We introduce the following spaces. For each \( m = 0, 1, 2, \cdots \), let

\[ \mathcal{B}^m(\mathbb{R}^1) = \left\{ u \in C^m(\mathbb{R}^1) : \frac{d^k u}{dx^k} \ (k = 0, 1, \cdots, m) \text{ are bounded on } \mathbb{R}^1 \right\}, \]

\[ \mathcal{C}^m(\mathbb{R}^1) = \left\{ u(x) : u, \frac{u}{x} \ (k = 1, 2, \cdots, m) \text{ are continuous and bounded on } \mathbb{R}^1 \right\}. \]

As is well known, \( \mathcal{B}^m(\mathbb{R}^1) \) is a Banach space with norm

\[ |u|_{\mathcal{B}^m} = \max_{k=0,1,\cdots,m} \left\{ \sup_{x \in \mathbb{R}^1} \left| \frac{d^k u}{dx^k} (x) \right| \right\}. \]
The space $\mathcal{F}^m(\mathbb{R}^1)$ is a Banach space with norm

$$|u|_{\mathcal{F}^m} = \max_{k=0,1,\ldots,m} \left\{ \sup_{x \in \mathbb{R}^1} \left| \frac{u(x)}{x^k} \right| \right\},$$

as is shown below (see Lemma 2.1).

The purpose of this paper is to prove the following theorem, and then to apply it to the Cauchy problems for partial differential equations with singular coefficients.

**Theorem 1.2.** Suppose $c > 1$. Then, for each $u \in H^m(\mathbb{R}^1)$, there is an element $v \in B^c(\mathbb{R}^1) \cap F^\beta(\mathbb{R}^1)$ such that $u(x) = v(x)$ (a.a. $x \in \mathbb{R}^1$), i.e.,

$$H^m(\mathbb{R}^1) \subset B^c(\mathbb{R}^1) \cap F^\beta(\mathbb{R}^1),$$

where

$$\alpha = \begin{cases} \alpha & (c = 2k), \\ \min(m-1, c-1) & (c = 2k + 1), \\ \min(m-1, \lceil c \rceil) & (\text{otherwise}) \end{cases}$$

and

$$\beta = \begin{cases} \min(m-1, c) & (c = 2k), \\ \min(m-1, c-1) & (c = 2k + 1), \\ \min(m-1, \lceil c \rceil) & (\text{otherwise}) \end{cases}$$

with $k = 1, 2, 3, \ldots$. Moreover, $|v|_{B^c} \leq a |u|_m$ and $|v|_{F^\beta} \leq b |u|_m$, where $a$ and $b$ are positive constants and depend on $m$ and $c$ only.

**Remark.** The relation $\alpha = m - 1$ holds not only for $c = 0$ (the Sobolev embedding theorem) but also for $c = 2, 4, 6, \ldots$.

In [9] the following result is obtained: Let $c > 1$ and let $\Omega$ be a bounded open interval of $\mathbb{R}^1$. Then, for each $u \in H^m(\mathbb{R}^1)$, there is an element $v \in C^\alpha(\Omega)$ such that $u(x) = v(x)$ (a.a. $x \in \Omega$) and $v/\sqrt{\beta}$ is continuous on $\Omega$, where $\alpha$ and $\beta$ are those in Theorem 1.2. However, $H^m(\mathbb{R}^1)$ is defined in another way [9], and it is expected that the two definitions are equivalent to each other.

## 2. Preliminaries

We begin this section by showing that $\mathcal{F}^m(\mathbb{R}^1)$ is a Banach space.

**Lemma 2.1.** The space $\mathcal{F}^m(\mathbb{R}^1)$ is a Banach space with norm

$$|u|_{\mathcal{F}^m} = \max_{k=0,1,\ldots,m} \left\{ \sup_{x \in \mathbb{R}^1} \left| \frac{u(x)}{x^k} \right| \right\}.$$ 

**Proof.** It suffices to show that $\mathcal{F}^m(\mathbb{R}^1)$ is complete. Let $\{u_n\}$ be a Cauchy sequence in $\mathcal{F}^m(\mathbb{R}^1)$. Then $\{u_n\}, \{u_n / x^k\}$ converge uniformly on $\mathbb{R}^1$ to functions $u, u_{(k)}$ ($k = 1, 2, \ldots, m$), respectively. Hence $u, u_{(k)}$ are continuous on $\mathbb{R}^1$. Since $u_n, u_n / x^k$ are bounded on $\mathbb{R}^1$, it follows that $u, u_{(k)}$ are also bounded on $\mathbb{R}^1$. Moreover, $u(x)/x^k = u_{(k)}(x)$ ($k = 1, 2, \ldots, m$) at $x \neq 0$. Note that $u_{(k)}(x) \to u_{(k)}(0)$ as $x \to 0$. Let $[u/x^k]_{x=0} = u_{(k)}(0)$ ($k = 1, 2, \ldots, m$). Then, at all $x \in \mathbb{R}^1$,

$$\frac{u(x)}{x^k} = u_{(k)}(x) \quad (k = 1, 2, \ldots, m).$$

Thus, $u \in \mathcal{F}^m(\mathbb{R}^1)$ and $|u - u_n|_{\mathcal{F}^m} \to 0$ as $n \to \infty$. Hence $\mathcal{F}^m(\mathbb{R}^1)$ is complete. □

From Definition 1.1 we immediately obtain the following.
Lemma 2.2. (A) $\mathcal{H}^0(\mathbb{R}^1) = L^2(\mathbb{R}^1)$.
(B) $\mathcal{H}^m(\mathbb{R}^1) \subset \mathcal{H}^{m'}(\mathbb{R}^1)$, $m' \geq m$.
(C) $|u|_m \leq |u|_{m'}$, $u \in \mathcal{H}^{m'}(\mathbb{R}^1)$, $m' \geq m$.

Definition 2.3. We define $D = \frac{d}{dx} - \left(\frac{c}{x}\right) R : \mathcal{H}^1(\mathbb{R}^1) \to L^2(\mathbb{R}^1)$ by $Du = i B^* y Bu$, $u \in \mathcal{H}^1(\mathbb{R}^1)$, where $B$ is the Bessel transform and $y$ the multiplication by $y$ (see also (1.5)).

Lemma 2.4. (A) The domain of the operator $D_m$ ($m = 1, 2, \ldots$) coincides with $\mathcal{H}^m(\mathbb{R}^1)$, i.e., $D(D_m) = \mathcal{H}^m(\mathbb{R}^1)$.
(B) $\mathcal{H}^m(\mathbb{R}^1) = B^* D(y^m)$.
(C) The operator $D$ is skew-adjoint on $\mathcal{H}^1(\mathbb{R}^1)$.

Proof. (A) and (B) are immediate consequences of Definitions 1.1 and 2.3. (C) follows since the Bessel transform $B$ is unitary (see (1.1)) and the multiplication $y$ is self-adjoint.

The following is our key lemma, which plays an essential role throughout this paper.

Lemma 2.5. Let $u \in \mathcal{H}^m(\mathbb{R}^1)$ and let $k = 0, 1, 2, \ldots, m - 1$. Then $y^k Bu \in L^1(\mathbb{R}^1)$.

Proof. By the Schwarz inequality,

$$\int_{-\infty}^{\infty} |y^k Bu(y)| \, dy \leq \left\{ \int_{-\infty}^{\infty} \frac{y^{2k}}{(1 + y^2)^m} \, dy \right\}^{1/2} |u|_m < \infty.$$ 

The lemma follows.

For later convenience we enumerate some properties of the function $\varphi$ given by (1.3).

$$\varphi(z) = \begin{cases} O(|z|^c) & (z \to 0), \\ O(\cos z) & (|z| \to \infty). \end{cases}$$

Let $c > 1$. Then

$$|\varphi(z)| \leq \text{constant} \cdot |z|^c$$

for $z$ in each bounded interval of $\mathbb{R}^1$;

$$\varphi(\cdot) \in C^\gamma(\mathbb{R}^1),$$

where

$$\gamma = \begin{cases} \infty & (c = 2k), \\ c - 1 & (c = 2k + 1), \\ \lfloor c \rfloor & \text{(otherwise)} \end{cases}$$

with $k = 1, 2, 3, \ldots$. 
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3. Proof of the main result

We prove our main result, Theorem 1.2, in a sequence of lemmas. We now turn to (1.2). Let \( c > 1 \). For each \( u \in H^m(\mathbb{R}^1) \),

\[
u(x) = \lim_{n \to \infty} \int_{-n}^{n} \varphi(x y) B u(y) \, dy \quad (a.a. \, x \in \mathbb{R}^1).
\]

(2.1) implies that the function \( y \mapsto |\varphi(x y)/\sqrt{1+y^2}|^2 \) is integrable on \( \mathbb{R}^1 \). So is the function \( y \mapsto \varphi(x y) B u(y) \). Hence

\[
u(x) = \int_{-\infty}^{\infty} \varphi(x y) B u(y) \, dy \quad (a.a. \, x \in \mathbb{R}^1).
\]

Set

\[
v(x) = \int_{-\infty}^{\infty} \varphi(x y) B u(y) \, dy.
\]

Then \( u(x) = v(x) \quad (a.a. x \in \mathbb{R}^1) \). We will see below that this function \( v \) is nothing but the element \( v \) mentioned in Theorem 1.2 In what follows, we study smoothness of \( v \) together with continuity of \( v/x^\beta \).

Lemma 3.1. Let \( c \) and \( \alpha \) be as in Theorem 1.2. Then \( v \) is \( \alpha \) times differentiable on \( \mathbb{R}^1 \).

Proof. Combining (1.4) with (2.3) yields

\[
\frac{\partial \varphi}{\partial x} = \left( i \varphi + \frac{c}{xy} R \varphi \right) y \quad \text{and} \quad \frac{\partial^\alpha \varphi}{\partial x^\alpha} = \left\{ \sum_{k=0}^{\alpha} a_k^{(\alpha)} \varphi + b_k^{(\alpha)} R \varphi \right\} y^\alpha
\]

with \( a_k^{(\alpha)} \) and \( b_k^{(\alpha)} \) chosen appropriately. We formally differentiate \( v \) \( \alpha \) times:

\[
\frac{d^{\alpha} v}{dx^\alpha} = \int_{-\infty}^{\infty} \frac{\partial^\alpha \varphi}{\partial (xy)^\alpha} y^\alpha \, B u(y) \, dy.
\]

The result follows from (2.1), (2.3) and Lemma 2.5. \( \square \)

An elementary calculation gives the following lemma.

Lemma 3.2. Suppose that \( g: \mathbb{R}^1 \times \mathbb{R}^1 \to \mathbb{C} \) satisfies the following conditions.

(i) \( |g(x, y)| \leq \text{constant} \) for all \( x, y \in \mathbb{R}^1 \).

(ii) For each \( L > 0 \), there are positive numbers \( K, \beta \) such that

\[
|g(x, y) - g(a, y)| \leq K |x - a|^\beta, \quad \text{where } |y| \leq L.
\]

Then the function \( F \) defined by

\[
F(x) = \int_{-\infty}^{\infty} g(x, y) f(y) \, dy \quad (f \in L^1(\mathbb{R}^1))
\]

is continuous at \( x = a \).

Lemma 3.3. Let \( c \) and \( \alpha \) be as in Theorem 1.2. Let \( v \) be given by (3.1).

(A) \( v \in C^\alpha(\mathbb{R}^1) \).

(B) \( v \in B^\alpha(\mathbb{R}^1) \) and \( |v|_{B^\alpha} \leq a \, |u|_m \), where \( a \) is a positive constant and depends on \( m \) and \( c \) only.
Proof. (A) We need to show the continuity of \(d^\alpha v/dx^\alpha\) (see Lemma 3.1).

The case where \(c = 2, 4, 6, \cdots\). Note that \(\alpha = m - 1\). Thanks to Lemma 2.5, we have only to show that \(\partial^\alpha \varphi/\partial(x y)^\alpha\) in (3.2) satisfies conditions (i) and (ii) of Lemma 3.2. But this immediately follows from (2.1) and (2.3).

The other cases. It follows from (2.3), Lemma 2.5 and Lemma 3.2 that the functions

\[
x \mapsto \int_{-\infty}^{\infty} \varphi(x y) y^k Bu(y) \, dy \quad \text{and} \quad x \mapsto \int_{-\infty}^{\infty} R \varphi(x y) y^k Bu(y) \, dy
\]

\((k = 0, 1, 2, \cdots, \alpha)\) are continuous at \(x \neq 0\). Thus \(d^\alpha v/dx^\alpha\) is shown to be continuous at \(x \neq 0\). So it remains to show the continuity at \(x = 0\). Note that \(d^\alpha v/dx^\alpha (0) = 0\). \(\partial^\alpha \varphi/\partial(x y)^\alpha\) clearly satisfies condition (i) of Lemma 3.2 by (2.1). Moreover, (2.2) gives

\[
\left| \frac{\partial^\alpha \varphi(x y)}{\partial(x y)^\alpha} \right| \leq \text{constant} \cdot \sum_{k=0}^{\alpha} \left( \left| a_k^{(\alpha)} \right| + \left| b_k^{(\alpha)} \right| \right) \left| x y \right|^{c-\alpha+k},
\]

where \(c - \alpha + k > 0\). Therefore, condition (ii) of Lemma 3.2 is also satisfied. Hence \(d^\alpha v/dx^\alpha\) is continuous at \(x = 0\).

(B) From (3.2) we see that for \(k = 0, 1, 2, \cdots, \alpha\),

\[
\left| \frac{d^k v}{dx^k} (x) \right| \leq \left\{ \int_{-\infty}^{\infty} \frac{1}{1+y^2} \left| \frac{\partial^k \varphi(x y)}{\partial(x y)^k} \right|^2 \, dy \right\}^{1/2} \times \left\{ \int_{-\infty}^{\infty} (1+y^2) \left| y^k Bu(y) \right|^2 \, dy \right\}^{1/2}.
\]

Note that \(\left| \partial^k \varphi(x y)/\partial(x y)^k \right| \leq a\) for all \(x, y \in \mathbb{R}^1\) and for all \(k = 0, 1, 2, \cdots, \alpha\). Here \(a\) depends on \(c\) and \(\alpha\), i.e., on \(c\) and \(m\). Hence \(\left| d^k v(x)/dx^k \right| \leq \sqrt{\pi a} \left| u \right|_m\).

Therefore, \(v \in \mathcal{B}^\alpha (\mathbb{R}^1)\) and \(\left| v \right|_{\mathcal{B}^\alpha} \leq \sqrt{\pi a} \left| u \right|_m\).

\[\square\]

**Lemma 3.4.** Let \(c\) and \(\beta\) be as in Theorem 1.2. Let \(v\) be given by (3.1).

(A) \(v/\varphi^\beta\) is continuous on \(\mathbb{R}^1\).

(B) \(v \in \mathcal{F}^\beta (\mathbb{R}^1)\) and \(\left| v \right|_{\mathcal{F}^\beta} \leq b \left| u \right|_m\), where \(b\) is a positive constant and depends on \(m\) and \(c\) only.

**Proof.** (A) By (3.1),

\[
\left(3.3\right) \quad \frac{v(x)}{x^\beta} = \int_{-\infty}^{\infty} \frac{\varphi(x y)}{(x y)^\beta} y^\beta Bu(y) \, dy.
\]

Lemma 3.2 implies that \(v\) is continuous on \(\mathbb{R}^1\), and hence it suffices to show the continuity of \(v/\varphi^\beta\) at \(x = 0\).

The case where \(c = 2k\) \((k = 1, 2, 3, \cdots)\) and \(c \leq m - 1\). Note that \(\beta = c\). Lemma 2.5 implies that the integral

\[
\left[ \frac{v}{x^\beta} \right]_{x=0} = \int_{-\infty}^{\infty} \frac{y^{2k}}{2^{2k+1/2} \Gamma(2k+1/2)} Bu(y) \, dy
\]

is well defined. Here \(\Gamma\) denotes the gamma function. Then

\[
\left[ \frac{v}{x^\beta} \right]_{x=0} = \int_{-\infty}^{\infty} G(x y) y^{2k} Bu(y) \, dy,
\]

where \(G(x y)\) is a nonnegative function such that

\[
G(x y) \leq \frac{1}{\sqrt{x}} e^{-x y^2/2} \quad \text{for all} \quad x > 0, \quad y \in \mathbb{R}^1.
\]

\[\square\]
where \( G(xy) = (xy)^{-2k} \varphi(xy) - \{2^{2k+1/2} \Gamma(2k + 1/2)\}^{-1} \). It follows from (2.1) that \( \varphi/(xy)^{2k} \) satisfies condition (i) of Lemma 3.2. Furthermore, since \(|G(xy)| \leq \text{constant} \cdot |xy|\), condition (ii) is also satisfied. Thus \( v/x^\beta \) is continuous at \( x = 0 \).

The other cases. By (2.1), \( \varphi/(xy)^{2k} \) satisfies condition (i) of Lemma 3.2. Note that \( \varphi/(xy)^{2k} \) \( x=0 \). It follows from (2.2) that

\[
\left| \frac{\varphi(x y)}{(xy)^{2k}} \right| \leq \text{constant} \cdot |xy|^{-\beta} .
\]

Thus condition (ii) is satisfied, and hence \( v/x^\beta \) is continuous at \( x = 0 \).

(B) From (3.3) we obtain that for \( l = 0, 1, 2, \cdots, \beta, \)

\[
\left| \frac{v(x)}{x^l} \right| \leq \left\{ \int_{-\infty}^{\infty} \frac{1}{1 + y^2} \left| \frac{\varphi(x y)}{(xy)^{l}} \right|^2 \, dy \right\}^{1/2} \times \left\{ \int_{-\infty}^{\infty} \left( 1 + y^2 \right) \left| y^l Bu(y) \right|^2 \, dy \right\}^{1/2} .
\]

Note that \( |\varphi(xy)/(xy)^l| \leq b \) for all \( x, y \in \mathbb{R}^1 \) and for all \( l = 0, 1, 2, \cdots, \beta \). Here \( b \) depends on \( c \) and \( \beta \), i.e., on \( c \) and \( m \). Hence \( |v(x)/x^l| \leq \sqrt{\pi b^2} |u|_m \). Therefore, \( v \in \mathcal{F}^\beta(\mathbb{R}^1) \) and \( |v|_{\mathcal{F}^\beta} \leq \sqrt{\pi b^2} |u|_m \).

\[ \Box \]

4. Applications

In this section we apply our main theorem, Theorem 1.2, to the Cauchy problems for partial differential equations with singular coefficients.

First we consider the Cauchy problem for the Schrödinger equation for a spinless, nonrelativistic quantum mechanical particle under the influence of the potential \( k/(2x^2) \):

\[
\begin{align*}
\left\{ \begin{array}{ll}
i \frac{\partial u}{\partial t} = \frac{1}{2} \left( -\frac{\partial^2}{\partial x^2} + \frac{k}{x^2} \right) u, & x \in \mathbb{R}^1; \\
u(0, x) = f(x), & x \in \mathbb{R}^1.
\end{array} \right.
\end{align*}
\]

Let us recall that both \( \mathcal{D} \) and \( \mathcal{H}^2(\mathbb{R}^1) \) depend on the constant \( c \). For a moment, we denote \( \mathcal{D} \) and \( \mathcal{H}^2(\mathbb{R}^1) \) by \( \mathcal{D}_c \) and \( \mathcal{H}^2_c(\mathbb{R}^1) \), respectively. Let \( u_+ = (u + Ru)/2 \), \( u_- = (u - Ru)/2 \), where \( Ru(t, x) = u(t, -x) \). We interpret this equation in \( L^2(\mathbb{R}^1) \) as

\[
\begin{align*}
(4.1) \quad i \frac{du_+}{dt} &= -\frac{1}{2} (\mathcal{D}_{c+1})^2 u_+, \quad u_+(0) = f_+ \in \mathcal{H}^2_{c+1}(\mathbb{R}^1), \\
(4.2) \quad i \frac{du_-}{dt} &= -\frac{1}{2} (\mathcal{D}_c)^2 u_-, \quad u_-(0) = f_- \in \mathcal{H}^2_c(\mathbb{R}^1),
\end{align*}
\]

where \( c > 1 \) and \( c(c + 1) = k \). By Lemma 2.4, both \( (\mathcal{D}_{c+1})^2 \) and \( (\mathcal{D}_c)^2 \) are self-adjoint, and hence each of \( i (\mathcal{D}_{c+1})^2/2 \) and \( i (\mathcal{D}_c)^2/2 \) generates a strongly continuous unitary group on \( L^2(\mathbb{R}^1) \). Therefore,

\[
\begin{align*}
u_+(t, \cdot) &= \exp \left\{ \frac{i}{2} t (\mathcal{D}_{c+1})^2 \right\} f_+ \quad \text{and} \quad u_-(t, \cdot) = \exp \left\{ \frac{i}{2} t (\mathcal{D}_c)^2 \right\} f_-
\end{align*}
\]

are unique solutions of (4.1) and (4.2), respectively. We remark here that when \( x \in \mathbb{R}^N \) and \( k > N \), the self-adjointness of \(-\Delta + k|x|^{-2}\) was proved by Sohr [7, Folgerung 2.4]. Okazawa [5, Theorem 6.8] improved this result and showed that
is in the unitary group on the \( L^2(\mathbb{R}^N) \) dimensional harmonic oscillator governed by Wigner’s commutation relations:

\[-\triangle + k|x|^{-2} \text{ with domain } H^2(\mathbb{R}^N) \cap D(|x|^{-2}) \text{ is self-adjoint for } k > -(N-4)N/4 \]

and essentially self-adjoint for \( k = -(N-4)N/4 \). Here \( D(|x|^{-2}) = \{ u(x) : u, |x|^{-2}u \in L^2(\mathbb{R}^N) \} \). See also Reed and Simon \[6, \text{Theorem X.11}\]. Let \( k > 2 \) and let \( H \) be the operator \( H = 2^{-1}\{ -\partial^2/\partial x^2 + k/x^2 \} \) with domain \( H^2(\mathbb{R}^1) \cap D(x^{-2}) \). Then

\[
(4.3) \quad v(t, \cdot) = \exp(-itH)f, \quad f \in H^2(\mathbb{R}^1) \cap D\left(\frac{1}{x^2}\right),
\]
is a unique solution of the Schrödinger equation under consideration.

**Proposition 4.2.** Suppose \( c > 1 \) and \( c(c+1) = k \). Let \( u_+ \) and \( u_- \) be the solutions of (4.1) and (4.2) respectively.

(A) \( u_+(t, \cdot) + u_-(t, \cdot) \in B^1(\mathbb{R}^1) \cap F^1(\mathbb{R}^1) \).

(B) If \( c > 3/2, c(c+1) = k \) and \( f \in H^2(\mathbb{R}^1) \cap D(x^{-2}) \), then \( u_+(t, \cdot) + u_-(t, \cdot) = v(t, \cdot) \), where \( v \) is given by (4.3).

**Proof.** Since \( u_+(t, \cdot) \in \mathcal{H}_{c+1}^2(\mathbb{R}^1) \) and \( u_-(t, \cdot) \in \mathcal{H}_c^2(\mathbb{R}^1) \), (A) immediately follows from Theorem 1.2.

(B) Note that the operator \(-i\mathcal{D}_c\) is self-adjoint on the set \( \{ u \in H^1(\mathbb{R}^1) : u/x \in L^2(\mathbb{R}^1) \} \) when \( c > 1 \) \[8, \text{Theorem 1}\]. Then an elementary calculation gives

\[
((\mathcal{D}_{c+1})^2 f_+ , \phi) = \left( \left\{ \frac{\partial^2}{\partial x^2} - \frac{k}{x^2} \right\} f_+ , \phi \right)
\]

for \( \phi \in C^\infty_0(\mathbb{R}^1 \setminus \{0\}) \). Hence \( (\mathcal{D}_{c+1})^2 f_+ = (\partial^2/\partial x^2 - k/x^2)f_+ \). A similar argument gives \( (\mathcal{D}_{c})^2 f_- = (\partial^2/\partial x^2 - k/x^2)f_- \). Note again that \( \mathcal{H}_c^2(\mathbb{R}^1) \) coincides with \( H^2(\mathbb{R}^1) \cap D(x^{-2}) \) as long as \( c > 3/2 \) \[4\]. The result follows.

Second we consider the Cauchy problem for the Schrödinger equation for a one-dimensional harmonic oscillator governed by Wigner’s commutation relations:

\[
\begin{cases}
i \frac{\partial u}{\partial t} = \frac{1}{2} \left\{ -\frac{\partial^2}{\partial x^2} + \frac{c}{x^2} (c-R) + x^2 \right\} u , \quad x \in \mathbb{R}^1 ; \\
u(0, x) = f(x) , \quad x \in \mathbb{R}^1 .
\end{cases}
\]

We interpret the Schrödinger equation in \( L^2(\mathbb{R}^1) \) as

\[
(4.4) \quad i \frac{du}{dt} = H u , \quad u(0) = f ,
\]

where the Hamiltonian is given by \( H = -\mathcal{D}^2/2 + x^2/2 \). From \[3, \text{Theorem 2.2}\] and \[3, \text{Proposition 4.2}\] we see that \((1/2) B^* y^2 B + (1/2) x^2\) is self-adjoint on \( \{ B^* D(y^2) \} \cap D(x^2) \). Hence Definition 2.3 and Lemma 2.4 imply that \( H \) is self-adjoint on \( \mathcal{H}^2(\mathbb{R}^1) \cap D(x^2) \). Therefore, \(-iH\) generates a strongly continuous unitary group on \( L^2(\mathbb{R}^1) \). We thus see that

\[
u(t, \cdot) = \exp(-itH)f , \quad f \in \mathcal{H}^2(\mathbb{R}^1) \cap D(x^2)
\]
is a unique solution of the Schrödinger equation (4.4). Note that the solution \( u(t, \cdot) \) is in \( \mathcal{H}^2(\mathbb{R}^1) \cap D(x^2) \). Theorem 1.2 thus implies the following.

**Proposition 4.2.** Let \( c > 1 \) and let \( u \) be the solution of (4.4). Then \( u(t, \cdot) \in B^1(\mathbb{R}^1) \cap F^1(\mathbb{R}^1) \). Moreover, \(|u(t, \cdot)|_{B^1} \leq a |u(t, \cdot)|_2 \) and \(|u(t, \cdot)|_{F^1} \leq b |u(t, \cdot)|_2 \), where \( a \) and \( b \) are positive constants that depend on \( c \) only.
Finally we consider the Cauchy problem for the following equation of hyperbolic type:

\[
\begin{aligned}
\frac{\partial^2 u}{\partial t^2} &= (-1)^{m+1} \left\{ \frac{\partial^2}{\partial x^2} - \frac{c}{x^2} (c - R) \right\}^m u, \quad t \in \mathbb{R}, \quad x \in \mathbb{R}^1; \\
u(0, x) &= f(x), \quad \frac{\partial u}{\partial t}(0, x) = g(x), \quad x \in \mathbb{R}^1.
\end{aligned}
\]

Here \( m = 1, 2, 3, \cdots \). We interpret this equation in \( L^2(\mathbb{R}^1) \) as

\[
(4.5) \quad \frac{d^2 u}{dt^2} = -(-i\mathcal{D})^{2m} u, \quad u(0) = f, \quad \frac{du}{dt}(0) = g.
\]

Suppose that \( f \in \mathcal{H}^{2m}(\mathbb{R}^1) \) and \( g \in \mathcal{H}^m(\mathbb{R}^1) \). By Lemma 2.4 (C) the operator \(-i\mathcal{D}\) is self-adjoint, and so the Cauchy problem (4.5) is well-posed. See e.g. Goldstein [1, p.113]. Hence the solution \( u(t, \cdot) \) is in \( \mathcal{H}^{2m}(\mathbb{R}^1) \). Theorem 1.2 thus implies the following.

**Proposition 4.3.** Suppose \( c > 1, f \in \mathcal{H}^{2m}(\mathbb{R}^1) \) and \( g \in \mathcal{H}^m(\mathbb{R}^1) \). Let \( u \) be the solution of (4.5). Then \( u(t, \cdot) \in \mathcal{B}^\alpha(\mathbb{R}) \cap \mathcal{F}^\beta(\mathbb{R}^1), \) where

\[
\alpha = \begin{cases} 2m - 1 & (c = 2k), \\ \min(2m - 1, c - 1) & (c = 2k + 1), \\ \min(2m - 1, \lfloor c \rfloor) & \text{(otherwise)} \end{cases}
\]

\[
\beta = \begin{cases} \min(2m - 1, c) & (c = 2k), \\ \min(2m - 1, c - 1) & (c = 2k + 1), \\ \min(2m - 1, \lfloor c \rfloor) & \text{(otherwise)} \end{cases}
\]

with \( k = 1, 2, \cdots \). Moreover,

\[
|u(t, \cdot)|_{\mathcal{B}^\alpha} \leq a |u(t, \cdot)|_{2m} \quad \text{and} \quad |u(t, \cdot)|_{\mathcal{F}^\beta} \leq b |u(t, \cdot)|_{2m},
\]

where \( a \) and \( b \) are positive constants that depend on \( m \) and \( c \) only.
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