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Abstract. The operator \( a(x) \frac{d}{dx} \) on \( C(I) \), where \( I \) is an interval contained in the real line, is considered in many places. In this paper, we attempt to reconsider it in the subspace of \( C_0(-\infty, \infty) \) containing all even functions, and show that it generates a strongly continuous semigroup. It is interesting that our main conditions seem contradictory to previous ones. It is due to the symmetry of the functions and the different domain of the operator than usual.

Introduction and main results

Let \( a(x) \) be a continuous function on \( (-\infty, \infty) \). Define

\[ X \equiv \{ f \in C_0(-\infty, \infty), f(-x) = f(x) \} \]

with the norm

\[ \| f \| \equiv \max_{-\infty < x < \infty} |f(x)|. \]

From now on, let us assume the following:

(1) \( a(x) \) is continuous, \( a(-x) = -a(x) \);
(2) \( m(\{x : a(x) = 0\}) = 0 \); here \( m \) is Lebesgue measure;
(3) \( \frac{a(x)}{|a(x)|} \in L^1_{\text{loc}}(-\infty, \infty) \).

Now, let \( AC_{\text{loc}} \) be the set of all functions \( f \) in \( X \) that are absolutely continuous in any bounded interval. Define an operator \( A \) on \( X \) by

\[ D(A) \equiv \{ f \in AC_{\text{loc}} | f'(x) \text{ exists when } a(x) \neq 0, \lim_{x \to x_0} a(x)f'(x) \text{ exists when } a(x_0) = 0 \}, \]

\[ (Af)(x) \equiv \begin{cases} a(x) \frac{df(x)}{dx} & \text{if } a(x) \neq 0, \\ \lim_{x \to x_0} a(x) \frac{df(x)}{dx} & \text{if } a(x_0) = 0. \end{cases} \]

The domain of our operator is the analogue, in our space, of the operator \( D_a \) in \([1, \text{pp. 304–305}] \) on \( C[0,1] \).

Theorem 1. If (1)–(3) are satisfied, then \( A \) generates a strongly continuous semigroup if and only if \( a(x) \) is nonnegative on \([0, \infty) \). The semigroup is then a semigroup of contractions.
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It is interesting to compare Theorem 1 with previous results. In [2, Proposition 2.7], it is shown that an operator very similar to ours, 
\[ B \equiv aD_{C^\infty(\mathbb{R})} \]
on \( C_0(\mathbb{R}) \), generates a strongly continuous semigroup if and only if certain conditions on the local integrability of \( \frac{1}{a(x)} \) are satisfied. In particular, if \( a(x_0) = 0 \) and \( a(x) \) is positive for \( x \) in a neighborhood \( (x_0, x_0 + \varepsilon) \), for some \( \varepsilon > 0 \), then, in order for \( B \) to generate a strongly continuous semigroup, it is necessary that
\[ \int_{x_0 + \varepsilon}^{x_0 + \varepsilon} \frac{1}{a(x)} \, dx = \infty. \]
Also, see the similar result for \([0, 1]\) in [5]. But, Theorem 1, especially our condition (3), seems contradictory to those results just mentioned. In our Theorem 1, \( a(x) \) could have infinitely many zeroes, yet condition (2) has \( \frac{1}{a(x)} \) locally integrable on both sides of all zeroes of \( a(x) \). This seeming contradiction is probably due to the symmetry of \( a(x) \) and the different domain of the operator.

Theorem 1 is directly related to the following Cauchy problem:
\[ \frac{\partial u}{\partial t} = a(x) \frac{\partial u}{\partial x} \quad (t \geq 0, x \in \mathbb{R}), \]
with initial condition \( u(0, x) = f(x) \). Let \( a : \mathbb{R} \mapsto \mathbb{R} \) be locally Lipschitzian. Let \( y(t) = \gamma(t, x) \) be the unique solution of the ODE
\[ (+) \quad y'(t) = a(y(t)), \quad y(0) = x; \]
then the solution of the above PDE is given by
\[ u(t, x) = f(\gamma(t, x)). \]
This follows from the classical method of characteristics (see [4]). A Trotter product formula approach was given in [6]. The main thing is that \( \gamma(t, x) \) must exist for all \( t \geq 0 \). This is very restrictive in practice; for instance, it suffices to assume that \( a(x) \) is globally Lipschitzian.

Thus, assuming the global existence of \( \gamma(t, x) \), one has a semigroup on any space \( Y \) (supremum norm) of bounded continuous functions on \( \mathbb{R} \). If \( Y = C_0(\mathbb{R}) \), one must also check that
\[ (++) \quad \gamma(t, x) \to \infty, \quad t \to \infty, \]
for each \( x \). Integrating (+), one has \( \int \frac{dy}{a(y)} = t + c \), and (++) requires \( \frac{1}{a} \in L^1_{\text{loc}} \). This is just our condition (3).

If \( a \) is merely continuous (as assumed in our condition (1)), the classical theory of characteristics can not be applied because the uniqueness of (+) typically fails. To understand our conditions (1) and (3) better, let us take \( a(x) = x^\alpha \) for \( x \geq 0 \), and \((-x)^\alpha \) for \( x < 0 \). Then \( \frac{1}{\alpha} \in L^1_{\text{loc}} \) implies \( \alpha < 1 \), and a local Lipschitz near 0 requires \( \alpha \geq 1 \). Thus the integrability condition (3) implies that one should not demand too much regularity on \( a \). In (1) only continuity is needed. By assuming \( a \) is odd and \( \{ f \in C_0(\mathbb{R}) : f \text{ is even} \} \) we are working on \( C_0([0, \infty)) \) with a generalized Neumann boundary condition at 0 (see [3] for an explanation why).

The same kind of argument can be applied to the case in which \( a(x) \) has a jump discontinuity at 0. Here we give an outline of the approach. First, let us modify the domain of \( A \). Besides the requirements in the definition of \( D(A) \) given above, we require that \( \lim_{x \to 0} a(x)f'(x) = 0 \) exists.
Define
\[(\tilde{A}f)(x) = \begin{cases} a(x)f'(x) & \text{if } a(x) \neq 0, \text{ and } x \neq 0, \\ \lim_{y \to x} a(y)f'(y) & \text{if } a(x) = 0, \text{ or } x = 0. \end{cases} \]

It is not difficult to verify that the following set is in the domain of \(\tilde{A}\):
\[\tilde{\omega}(-\infty, \infty) \equiv \{ f \in C^\infty(-\infty, \infty) \mid f \text{ is even and has compact support} \}.\]

So \(\tilde{A}\) is a densely defined closed operator. Furthermore, we have the following theorem.

**Theorem 2.** Assume that (1)–(3) are satisfied except that \(a(x)\) has a jump discontinuity at 0. Then \(\tilde{A}\) generates a contraction strongly continuous semigroup if and only if \(a(x)\) is nonnegative in \([0, \infty)\).

Now let us apply Theorem 2 to the half unbounded interval \([0, \infty)\). Define
\[C_0[0, \infty) \equiv \{ f \in C[0, \infty) \mid \lim_{x \to \infty} f(x) = 0 \},\]
\[D(B) = \{ f \in C_0[0, \infty) \mid f \in AC_{\text{loc}}, f'(x) \text{ exists when } a(x) \neq 0, \text{ and } x \neq 0, \lim_{x \to x_0} a(x)f'(x) \text{ exists when } a(x_0) = 0, \text{ and } \lim_{x \to 0} a(x)f'(x) \text{ exists} \},\]
and
\[(Bf)(x) = \begin{cases} a(x)f'(x) & \text{if } a(x) \neq 0, \text{ and } x \neq 0, \\ \lim_{y \to x} a(y)f'(y) & \text{if } a(x) = 0, \\ \lim_{y \to 0} a(y)f'(y) & \text{if } x = 0. \end{cases} \]

**Theorem 3.** Assume that \(a(x)\) is continuous in \([0, \infty)\) and satisfies (2), (3) in \([0, \infty)\). Then \(B\) generates a contraction strongly continuous semigroup on \(C_0[0, \infty)\) if and only if \(a(x)\) is nonnegative in \([0, \infty)\).

**The proof of the main results**

First of all, we need some lemmas before proving Theorem 1.

**Lemma 1.** If (2) and (3) are satisfied, then \(A\) is a closed operator.

**Proof.** Let \(\{f_n\}_{n=1}^\infty \subset D(A)\) such that
\[f_n \to f \text{ and } Af_n \to g\]
in \(X\), that is,
\[f_n(x) \to f(x) \text{ uniformly in } (-\infty, \infty)\]
and
\[a(x)f'_n(x) \to g(x) \text{ uniformly in } (-\infty, \infty).\]

So
\[f'_n(x) \text{ converges to a finite limit } \frac{g(x)}{a(x)} \text{ a.e.}\]

But, for \(n\) large enough,
\[|a(x)f'_n(x)| \leq |g(x)| + 1, \text{ for any } x \in \mathbb{R},\]
which implies that
\[ |f'_n(x)| \leq \frac{|g(x)| + 1}{|a(x)|} \in L_{\text{loc}}^1(-\infty, \infty) \quad \text{a.e.} \]

Thus, by the Lebesgue dominated convergence theorem, for any \( x \in \mathbb{R} \),
\[ f(x) - f(0) = \lim_{n \to \infty} (f_n(x) - f_n(0)) = \lim_{n \to \infty} \int_0^x f'_n(s) \, ds = \int_0^x \frac{g(s)}{a(s)} \, ds. \]

So,
\[ f(x) = f(0) + \int_0^x \frac{g(s)}{a(s)} \, ds. \]

Clearly, \( f \in AC_{\text{loc}} \) and is differentiable at \( x \) when \( a(x) \neq 0 \), with
\[ a(x)f'(x) = g(x). \]

Since \( g(x) \) is continuous, we have
\[ \lim_{x \to x_0} a(x)f'(x) = g(x_0) \]
when \( a(x_0) = 0 \). So, \( f \) is in the domain of \( A \), and \( Af = g \).

**Lemma 2.** If \( \lim_{x \to +\infty} \int_0^x \frac{1}{a(s)} \, ds \neq -\infty \), or the limit does not exist, then \( \ker(\lambda - A) = \{0\} \) for \( \text{Re} \lambda > 0 \).

**Proof.** Let \( (\lambda - A)f = 0 \), i.e. \( \lambda f(x) - a(x)f'(x) = 0 \) a.e. Then
\[ (e^{-\lambda \int_0^x \frac{1}{a(s)} \, ds} f(x))' = 0 \quad \text{a.e.} \]

So, there exists a constant \( c \) such that
\[ e^{-\lambda \int_0^x \frac{1}{a(s)} \, ds} f(x) = c, \quad \text{for all real } x. \]

Since \( f \in C_0(-\infty, \infty) \), \( C = 0 \) if \( \lim_{x \to +\infty} \int_0^x \frac{1}{a(s)} \, ds \neq -\infty \), or the limit does not exist.

**Lemma 3.** \( \bigcap_{\text{Re} \lambda > 0} \text{Im}(\lambda - A) \) is dense in \( X \).

**Proof.** Let \( Q \) be the set of all functions in \( X \) which have compact support. Clearly, it is sufficient to check that \( Q \subset \bigcap_{\text{Re} \lambda > 0} \text{Im}(\lambda - A) \). For any \( g \) in \( Q \), define
\[ f(x) = -\int_{-\infty}^x \frac{g(t)}{a(t)} e^{\int_0^t \frac{\lambda}{a(s)} \, ds} \, dt. \]

Note that
\[ f(x) = -e^{\int_0^x \frac{\lambda}{a(t)} \, ds} \left[ \int_{-\infty}^x \frac{g(t)}{a(t)} e^{-\int_0^t \frac{\lambda}{a(s)} \, ds} \, dt \right]. \]

Since \( f^t_0 \frac{\lambda}{a(t)} \) is an even function of \( t \), \( \frac{g(t)}{a(t)} e^{-\int_0^t \frac{\lambda}{a(s)} \, ds} \) is an odd function of \( t \). Thus \( f(x) \) is a continuous even function. Let \( M \) be a positive number such that \( \text{supp}(g) \subset [-M, M] \). Then \( \text{supp}(f) \) is also contained in \([-M, M] \), because the integrand is odd, and \( \int_{-\infty}^x \frac{g(t)}{a(t)} e^{-\int_0^t \frac{\lambda}{a(s)} \, ds} \, dt = 0 \). So \( f \in X \).

Since \( \frac{1}{a(t)} \in L_{\text{loc}}^1(-\infty, \infty) \) and \( g \) has compact support, \( f(x) \in AC_{\text{loc}} \). When \( a(x) \neq 0 \), by a simple calculation, we have \( (\lambda - a(x) \frac{\partial}{\partial x})f(x) = g(x) \). Since \( g \) is continuous, \( \lim_{x \to x_0} a(x)f'(x) \) exists if \( a(x_0) = 0 \). Thus \( f \) is in \( D(A) \) and \( (\lambda - A)f = g \).
Remark 4. From the proof of Lemma 3, we can see that \( f(x) \) defined in (**) is also in the domain of \( A \). So, Lemma 3 is still true for \( A \).

Lemma 5. For any \( g \) in \( Q \), if \( a(x) \) is nonnegative in \([0, \infty)\), then

\[
\| (\lambda - A)^{-1} g \| \leq \frac{1}{\text{Re} \lambda} \| g \| \quad \text{for} \quad \text{Re} \lambda > 0.
\]

Proof. Again choose \( M > 0 \) such that \( \text{supp}(g) \subset [-M, M] \). Then

\[
\| (\lambda - A)^{-1} g \| = \sup_{-\infty < x \leq 0} \left\{ \left| \int_{-M}^{x} g(t) \frac{1}{a(t)} e^{\lambda f_{\lambda}^{t} \frac{1}{a(t)} ds} \right| \right\}
\]

\[
\leq \sup_{-\infty < x \leq 0} \left( - \int_{-M}^{x} \frac{1}{a(t)} e^{\text{Re} \lambda f_{\lambda}^{t} \frac{1}{a(t)} ds} \right) \| g \|
\]

\[
= \sup_{-\infty < x \leq 0} \left\{ \frac{1}{\text{Re} \lambda} \left( 1 - e^{\text{Re} \lambda f_{\lambda}^{x} \frac{1}{a(t)} ds} \right) \right\} \| g \|
\]

\[
\leq \frac{1}{\text{Re} \lambda} \| g \|. \quad \Box
\]

Lemma 6. (a) If (1)–(3) are satisfied, then \( \{ \lambda \in \mathbb{C} : \text{Re} \lambda > 0 \} \subset \rho(A) \), and

\[
(\ast \ast)
\]

\[
\| (\lambda - A)^{-1} \| \leq \frac{1}{\text{Re} \lambda}
\]

if \( a(x) \) is nonnegative in \([0, \infty)\).

(b) If there exists \( x_0 \in (0, \infty) \) such that \( a(x_0) < 0 \), then \( \| (\lambda - A)^{-1} \| \) is unbounded as \( \text{Re}(\lambda) \to \infty \).

Proof. (a) Suppose (1)–(3) are satisfied, \( a(x) \) is nonnegative in \([0, \infty)\) and \( \text{Re}(\lambda) > 0 \). By Lemma 3, \( \lambda - A \) has dense range. Thus for any \( g \in X \), there exists a sequence \( \{ f_n \} \subset D(A) \) such that \( (\lambda - A) f_n \to g \). By Lemma 5, there exists \( h \in X \) such that \( f_n \to h \). Since \( A \) is closed, \( h \in D(A) \) and \( (\lambda - A) h = g \). Thus, \( (\lambda - A)^{-1} \) is surjective. Since the hypothesis of Lemma 2 is satisfied if \( a(x) \) is nonnegative, \( (\lambda - A)^{-1} \) is also injective. By the closed graph theorem, \( (\lambda - A)^{-1} \) is bounded. Using Lemma 5 again, we get the norm estimate (\(\ast \ast\)).

(b) Assume that \( a(x) \) is negative in some maximal interval \((a, b) \subseteq [0, \infty)\). If \( b \neq \infty \), let \( y \) be a fixed number in \((-b, -a)\), and choose \( M \) to be a number greater than \( b \) and close enough to \( b \) so that \( a(x) < 0 \) in \((-M, -b)\) and \( \int_{-M}^{y} \frac{1}{a(x)} ds > 0 \). This is possible because \( a(x) > 0 \) in \((-b, -a)\). Let \( g \) be an even function supported in \([-M, M]\) such that \( g(x) = 1 \) in \([-b, -a]\), and \( g(x) < 1 \) in \((-M, -b)\). Note that \( a(x) \) is negative in \((-M, -b)\); then

\[
\| (\lambda - A)^{-1} g \| = \max_{x \in [-M, 0]} \left| \int_{0}^{x} g(t) \frac{1}{a(t)} e^{\lambda f_{\lambda}^{t} \frac{1}{a(t)} ds} \right|
\]

\[
\geq \int_{-b}^{-a} \frac{1}{a(t)} e^{\text{Re} \lambda f_{\lambda}^{t} \frac{1}{a(t)} ds} dt + \int_{-M}^{-b} \frac{1}{a(t)} e^{\text{Re} \lambda f_{\lambda}^{t} \frac{1}{a(t)} ds} dt
\]

\[
= \frac{1}{\text{Re} \lambda} [(e^{\text{Re} \lambda f_{\lambda}^{y} \frac{1}{a(x)} ds} - 1) + (e^{\text{Re} \lambda f_{\lambda}^{y} \frac{1}{a(x)} ds} - e^{\text{Re} \lambda f_{\lambda}^{y} \frac{1}{a(x)} ds})]
\]

\[
= \frac{1}{\text{Re} \lambda} (e^{\text{Re} \lambda f_{\lambda}^{y} \frac{1}{a(x)} ds} - 1).
\]

Thus, since \( \int_{-M}^{y} \frac{1}{a(x)} ds > 0 \), \( e^{\text{Re} \lambda f_{\lambda}^{y} \frac{1}{a(x)} ds} \) can be arbitrarily large as \( \text{Re} \lambda \) becomes large.
If $b = \infty$, we can choose $M$ to be any positive number greater than $a$ and $g(x)$ to be a positive even function such that $g(x) = 1$ in $[a, M/2]$. Let $y$ be an arbitrary number in $(-M, -a)$; then

$$
\| (\lambda - A)^{-1} g \| = \max_{x \in [-M, 0]} \left| \int_{0}^{x} \frac{g(t)}{a(t)} e^{Re \int_{t}^{x} \frac{1}{a(s)} ds} dt \right|
$$

$$
\geq \int_{-M}^{y} \frac{1}{a(t)} e^{Re \lambda \int_{t}^{y} \frac{1}{a(s)} ds} dt = \frac{1}{Re \lambda} \left( e^{Re \lambda \int_{-M/2}^{y} \frac{1}{a(s)} ds} - 1 \right).
$$

Thus, since $a(x)$ is positive in $(-M, -a)$, $e^{Re \lambda \int_{-M/2}^{y} \frac{1}{a(s)} ds}$ can be arbitrarily large as $Re \lambda$ becomes large.

**Proof of Theorem 1.** Just apply the Hille-Yosida theorem (e.g. see [7] or [8]) and Lemma 6.

**Proof of Theorem 2.** By Remark 4, Lemma 6 is also true for $\tilde{A}$. So, Theorem 2 follows from the Hille-Yosida theorem.

**Proof of Theorem 3.** Extend $a(x)$ to the whole real line as an odd function, and the function in $C_{0}[0, \infty)$ to the whole real line as an even function, then apply Theorem 2 to get a contraction strongly continuous semigroup $T(t)$ in $X$ (defined in the previous section). Clearly $T(t)$ leaves $C_{0}[0, \infty)$ invariant (just check the definition of $C_{0}[0, \infty)$). It is easy to check that the restriction of $T(t)$ on $C_{0}[0, \infty)$ is the contraction strongly continuous semigroup generated by $B$.
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