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Abstract. Based on a nice observation of Eschmeier, this is a study of the use of local spectral theory in investigations of the semi-Fredholm spectrum of a continuous linear operator. We also examine the retention of the semi-Fredholm spectrum under weak intertwining relations; it is shown, inter alia, that if two decomposable operators are intertwined asymptotically by a quasi-affinity then they have identical semi-Fredholm spectra. The results are applied to multipliers on commutative semisimple Banach algebras.

1. Introduction

In [14], proof of Theorem 1.1, it was shown that the boundary of any local spectrum would necessarily belong to a particular distinguished subset of the spectrum, the Kato spectrum, although [14] did not pay much attention to this aspect, and tended to play down its use. But Jörg Eschmeier has noticed its possibilities, and pointed out how it has a bearing on the semi-Fredholm spectrum: he has observed, in a private communication to M. Neumann, cited in Neumann’s excellent survey [20] as Theorem 8, that a consequence of the above containment is that every non-isolated point of the boundary \( \partial \sigma_T(x) \) is in the semi-Fredholm spectrum \( \sigma_{sF}(T) \). In this note we shall make some further observations on this. I would like to thank Ernst Albrecht and Mostafa Mbekhta for helpful comments.

2. General local and global spectral theory

Throughout, \( X \) and \( Y \) shall denote Banach spaces, and \( L(X), L(Y), L(X,Y) \) the spaces of continuous linear operators on \( X \), and on \( Y \), respectively from \( X \) to \( Y \). For an operator \( T \in L(X) \) recall that \( T \) is called semi-Fredholm if the range \( TX \) is closed and either \( \ker T \) or \( X/TX \) is finite dimensional (and Fredholm if both are). The spectrum will be denoted by \( \sigma(T) \). We shall utilize the following distinguished subsets of \( \sigma(T) \): the surjectivity spectrum \( \sigma_{su}(T) := \{ \lambda \in \mathbb{C} : (T-\lambda)X \neq X \} \), the semi-Fredholm spectrum \( \sigma_{sF}(T) := \{ \lambda \in \mathbb{C} : T-\lambda \) is not semi-Fredholm on \( X \} \), and the (Fredholm) essential spectrum \( \sigma_e(T) := \{ \lambda \in \mathbb{C} : T-\lambda \) is not Fredholm on \( X \} \). Obviously \( \sigma_{sF}(T) \subseteq \sigma_e(T) \). We shall also make use of the Kato resolvent \( \rho_K(T) := \{ \lambda \in \mathbb{C} : (T-\lambda)X \) is closed and \( \ker(T-\lambda) \subseteq \bigcap_{n=1}^{\infty} (T-\lambda)^n X \) \) and its...
complement, the \textit{Kato spectrum} $\sigma_K(T) := \mathbb{C}\setminus \rho_K(T)$. This is all explained in e.g. \cite{16}. The following local concepts may be found, for instance in \cite{13}, \cite{14}.

Local spectral theory is based on the existence of analytic solutions $f : U \cap X$ to the equation $(T - \lambda)f(\lambda) = x$ on open subsets $U \subseteq \mathbb{C}$, for a given operator $T \in L(X)$ and a given element $x \in X$. We use this in defining the \textit{global spectral subspaces}: for a closed set $F \subseteq \mathbb{C}$ let $\mathcal{X}_T(F) := \{x \in X : (T - \lambda)f(\lambda) = x\}$ has an analytic solution $f : \mathbb{C}\setminus F \cap X$, and we use it in defining the \textit{local spectrum} $\sigma_T(x) := \mathbb{C}\setminus \bigcup \{U : (T - \lambda)f(\lambda) = x\}$ has an analytic solution $f : U \cap X$ on the open subset $U \subseteq \mathbb{C}$.

If for every $x \in X$ any two such solutions always coincide on the intersection of their domains of definition, then $T$ is said to have the \textit{single valued extension property} SVEP. If all the spaces $\mathcal{X}_T(F)$ are closed, whenever $F \subseteq \mathbb{C}$ is closed, then we say that $T$ has property (\textit{C}). Property (\textit{C}) entails SVEP \cite[Proposition 1.2]{13}. If $T$ satisfies the condition that for every pair of open subsets $U, V \subseteq \mathbb{C}$ for which $\mathbb{C} = U \cup V$ the space $X$ may be written as $X = \mathcal{X}_T(U) + \mathcal{X}_T(V)$ then $T$ is said to have property (\textit{b}). The concept of \textit{decomposability} of the operator $T$ may be introduced in a variety of ways; here it will be expeditious to say that $T$ is decomposable if $T$ has both properties (\textit{C}) and (\textit{b}). Prominent examples of decomposable operators are normal operators on Hilbert space, and compact operators on any Banach space. Indeed all operators with totally disconnected spectrum are decomposable, hence in particular so are quasi-nilpotent and algebraic operators.

The Albrecht-Eschmeier duality theory, \cite{3}, says that an operator has property (\textit{b}) precisely when its (pre-)adjoint operator has a property called (\textit{b}). For an operator $T \in L(X)$ possession of property (\textit{b}) means that any sequence of analytic functions $f_n : U \cap X$, where $U \subseteq \mathbb{C}$ is an open set, for which $(T - \lambda)f_n(\lambda) \to 0$, uniformly on every compact subset of $U$, itself converges to 0, in that same topology. Property (\textit{b}) entails property (\textit{C}), \cite[Proposition 1.2]{13}, and is entailed by decomposability. Thus, decomposability is also the same as properties (\textit{b}) and (\textit{b}) together. These concepts are even more intimately related: another significant feature of \cite{3} is the characterization of the class of operators with property (\textit{b}) as identical to the class of restrictions to invariant subspaces of decomposable operators. This also means the characterization of the class of operators with property (\textit{b}) as the same as all quotients (modulo invariant subspaces, of course) of decomposable operators.

Our starting point is the following slight generalization of Eschmeier’s result.

\textbf{Theorem 1.} If $X$ is a Banach space, if $T \in L(X)$ and if $\lambda \in \mathbb{C}$ is a limit point of a sequence of distinct points $\lambda_n \in \partial\sigma_T(x_n)$ where $x_n \in X$, then $\lambda$ is in the semi-Fredholm spectrum $\sigma_{sf}(T)$.

\textbf{Proof.} This is an adaptation of Eschmeier’s proof, which we are grateful to M. Neumann for telling us about, and to J. Eschmeier for permitting us the use of. Let $\lambda \in \mathbb{C}$ satisfy the stated assumptions. Clearly, we have that $\lambda \in \sigma(T)$, so if $\lambda \notin \sigma_{sf}(T)$, then $\lambda$ belongs to a connected component $\Omega$ of the semi-Fredholm region of $T$, and we may consider $\Omega$ to be a subset of $\sigma(T)$. Also we may assume that $\lambda_n \in \Omega$ for all $n \in \mathbb{N}$. The set $\mathcal{S}(\Omega)$ of points of discontinuity of the function $z \mapsto \dim \ker(T - z)$, $z \in \Omega$, is a discrete subset of $\Omega$, in fact, by \cite[p. 485 displayed formula 1.15]{21}, $\mathcal{S}(\Omega) = \Omega \setminus \rho_K(T)$ and, consequently, by the proof of \cite[Theorem 1.1]{14}, $\lambda_n \in \mathcal{S}(\Omega)$ for all $n \in \mathbb{N}$. Since $\mathcal{S}(\Omega)$ is discrete, this implies that $\lambda \notin \Omega$, a contradiction. Consequently, $\lambda \in \sigma_{sf}(T)$. \hfill \Box
Thus, if $\lambda \in \sigma(T) \setminus \sigma_{sf}(T)$ then for every $x \in X$ for which $\lambda \in \sigma_T(x)$ we see that either $\lambda$ is isolated in $\sigma_T(x)$, or $\lambda$ is an interior point of $\sigma_T(x)$. We shall examine the points outside the semi-Fredholm spectrum in more detail.

**Theorem 2.** Let $T \in L(X)$. If $\lambda \notin \sigma_{sf}(T)$ then $\mathcal{X}_T(\{\lambda\})$ is closed if and only if $\mathcal{X}_T(\{\lambda\})$ is finite dimensional. In particular, if $T$ has property (C) and $\lambda \notin \sigma_{sf}(T)$, then $\mathcal{X}_T(\{\lambda\})$ is finite dimensional. Moreover, in this event, $\mathcal{X}_T(\{\lambda\}) \neq \{0\}$ if and only if $\lambda$ is an eigenvalue of $T$.

**Proof.** For the first part the one direction is trivial, so we may suppose that $\lambda \in \sigma(T) \setminus \sigma_{sf}(T)$ and that $\mathcal{X}_T(\{\lambda\})$ is closed. We observe that $\sigma(T|\mathcal{X}_T(\{\lambda\})) = \{\lambda\}$, i.e. that $(T - \lambda)|\mathcal{X}_T(\{\lambda\})$ is quasi-nilpotent: this follows, for instance, from the fact that $\mathcal{X}_T(\{\lambda\}) = \{x \in X : \|(T - \lambda)^nx\|^{1/n} \to 0\}$ as $n \to \infty$ [19]. If $\mu \neq \lambda$ then $\mu$ is not an eigenvalue of $T|\mathcal{X}_T(\{\lambda\})$, because $Tx = \mu x$ implies that $(T - \lambda)x = (\mu - \lambda) x$, and hence $\|(T - \lambda)^nx\|^{1/n} = \|(\mu - \lambda)^nx\|^{1/n} = \|\mu - \lambda\| \|x\|^{1/n} \to 0$, if $x \in \mathcal{X}_T(\{\lambda\})$, and this means that $x = 0$. Since $(T - \mu)|\mathcal{X}_T(\{\lambda\})$ is surjective when $\lambda \neq \mu$, by analytic uniqueness (if $(T - \mu)f(\mu) = x$ for all $\mu \neq \lambda$, where $f$ is an analytic function, then $f(\mu) = (T - \mu)^{-1}x \in \mathcal{X}_T(\{\lambda\})$ for all $\mu$ of sufficiently large absolute value, hence $f(\mu) \in \mathcal{X}_T(\{\lambda\})$, because $\mathcal{X}_T(\{\lambda\})$ is assumed closed), the quasi-nilpotence of $(T - \lambda)|\mathcal{X}_T(\{\lambda\})$ follows. Since $(T - \lambda)|\mathcal{X}_T(\{\lambda\})$ is Fredholm, it follows that $(T - \lambda)|\mathcal{X}_T(\{\lambda\})$ is nilpotent [23, Proposition 2.5], hence that $\mathcal{X}_T(\{\lambda\})$ is finite dimensional.

If $T$ has property (C) then, for any $\lambda \in \mathcal{C}$, the spectral subspace $\mathcal{X}_T(\{\lambda\})$ is closed and therefore, by the first part of this proof, finite dimensional, if $\lambda \notin \sigma_{sf}(T)$.

For the last claim, it is clear that if $\lambda \in \sigma_p(T)$ then $\ker(T - \lambda)$, and hence the larger space $\mathcal{X}_T(\{\lambda\})$, is non-zero. Conversely, if $\mathcal{X}_T(\{\lambda\}) \neq \{0\}$ then $\sigma(T|\mathcal{X}_T(\{\lambda\})) = \{\lambda\}$ forces $\lambda$ to be an eigenvalue of $T$.

Thus, finite dimensionality of $\mathcal{X}_T(\{\lambda\})$ is necessary for $\lambda \notin \sigma_{sf}(T)$, for a rather large class of operators, those with property (C); but it is not sufficient, for this class: for non-isolated points of the spectrum it is not true that finite dimensionality of $\mathcal{X}_T(\{\lambda\})$ implies that $\lambda \notin \sigma_{sf}(T)$, as the example of the right shift $R$ on $\ell^2(\mathbb{N})$ shows: $\sigma_{sf}(R) = \mathcal{T}$, but $\ell^2(\mathbb{N})R(\{\lambda\}) = \{0\}$ for every $\lambda \in \mathcal{C}$, [11, Proposition 2].

If $\lambda$ is an isolated point of the spectrum, however, finite dimensionality of $\mathcal{X}_T(\{\lambda\})$ is a characterization of non-membership of the semi-Fredholm spectrum, as well as of the essential spectrum. To record this properly we need some terminology. We shall consider the space $\mathcal{K}_T(\{\lambda\}) := \{x \in X : \lambda \in \mathcal{C}\setminus \sigma_T(x)\}$. It is straightforward that this is a linear space; in fact, if the open disc of radius $r$, centered at $\lambda \in \mathcal{C}$ is denoted by $D(\lambda, r)$, then it is clear that $\mathcal{K}_T(\{\lambda\}) = \bigcup_{n=1}^\infty \mathcal{X}_T(\mathcal{C}\setminus D(\lambda, \frac{1}{n}))$. This space was introduced, differently, by Mbekhta, in [16], and originally (for $\lambda = 0$) denoted by $K(T)$. In [16] it is also pointed out that $(T - \lambda)\mathcal{K}_T(\{\lambda\}) = \mathcal{K}_T(\{\lambda\})$. We then have the following.

**Lemma 1.** Let $T \in L(X)$. A point $\lambda \in \mathcal{C}$ is isolated in the spectrum $\sigma(T)$ if and only if $\mathcal{K}_T(\{\lambda\})$ is closed and $X = \mathcal{X}_T(\{\lambda\}) \oplus \mathcal{K}_T(\{\lambda\})$. Consequently, if $\lambda \in \sigma(T)$ is isolated then $\lambda \notin \sigma_{sf}(T)$ if and only if $\lambda \notin \sigma_e(T)$ if and only if $\mathcal{X}_T(\{\lambda\})$ is finite dimensional.

**Proof.** The first part is [22, Theorem 4], with the notational changes indicated above. For the second part suppose that $\mathcal{K}_T(\{\lambda\})$ is closed and $X = \mathcal{X}_T(\{\lambda\}) \oplus \mathcal{K}_T(\{\lambda\})$. We note that it is always the case that $\ker(T - \lambda) \subseteq \mathcal{X}_T(\{\lambda\})$, cf. e.g.
[14, Proposition 1.3 (a)]. Moreover, as just mentioned, \((T - \lambda)K_T(\{\lambda\}) = K_T(\{\lambda\})\). This makes it clear that if \(X_T(\{\lambda\})\) is finite dimensional then \(\lambda \notin \sigma_e(T)\), and hence \(\lambda \notin \sigma_s(T)\). For the converse note that when \(X = X_T(\{\lambda\}) \oplus K_T(\{\lambda\})\) and \(K_T(\{\lambda\})\) is closed, then so is \(X_T(\{\lambda\})\). Consequently, if \(\lambda \notin \sigma_s(T)\) then \(X_T(\{\lambda\})\) is finite dimensional, by Theorem 2, and \(\lambda \notin \sigma_e(T)\).

**Theorem 3.** If \(T \in \mathcal{L}(X)\) is an operator with property \((\delta)\), then all cluster points of \(\sigma_{su}(T)\) are in the semi-Fredholm spectrum \(\sigma_{sF}(T)\).

**Proof.** If \(\lambda_0\) is a cluster point of \(\sigma_{su}(T)\), then the set \(\overline{D(\lambda_0, r)} \cap \sigma_{su}(T)\) is infinite, for any positive radius \(r\). We fix arbitrarily such a radius \(r\). Since \(\sigma_{sF}(T)\) is closed it suffices to show that \(\overline{D(\lambda_0, r)}\) contains points of \(\sigma_{sF}(T)\). By Eschmeier's observation (leading to Theorem 1), it will suffice to produce an element \(x \in X\) with infinite local spectrum \(\sigma_T(x) \subseteq \overline{D(\lambda_0, r)}\). Choose two closed concentric discs \(\overline{D(\lambda_0, r_1)}, \overline{D(\lambda_0, r_2)}\) with positive radii satisfying \(0 < r_1 < r_2 < r\). Also choose an element \(z \in X\) such that \(\sigma_T(z) = \sigma_{su}(T)\). This is possible, by [15, Lemma 2]. Since \(T\) has property \((\delta)\), \(X = X_T(\overline{D(\lambda_0, r_2)} + X_T(C \setminus \overline{D(\lambda_0, r_2)})\) and consequently there are elements \(x\) and \(y\) in \(X\) which satisfy that \(z = x + y\) and that \(\sigma_T(x) \subseteq \overline{D(\lambda_0, r)}\), while \(\sigma_T(y) \cap \overline{D(\lambda_0, r_1)} = \emptyset\). Clearly, \(\sigma_T(z) \subseteq \sigma_T(x) \cup \sigma_T(y)\), and hence \(\sigma_{su}(T) \cap \overline{D(\lambda_0, r_1)} = \sigma_T(z) \cap \overline{D(\lambda_0, r_1)} \subseteq \sigma_T(x) \cap \overline{D(\lambda_0, r_1)}\), because \(\sigma_T(y) \cap \overline{D(\lambda_0, r_1)} = \emptyset\).

This shows that \(\sigma_T(x) \cap \overline{D(\lambda_0, r)}\), hence also \(\sigma_T(x) \cap \overline{D(\lambda_0, r)} = \sigma_T(x)\), is an infinite set. Thus \(D\) contains a cluster point of \(\partial \sigma_T(x)\), i.e., a point of \(\sigma_{sF}(T)\).

**Corollary 1.** If \(T \in \mathcal{L}(X)\) is an operator that has both SVEP and property \((\delta)\), in particular if \(T\) is a decomposable operator, then \(\sigma_{sF}(T) = \sigma_e(T)\), and consists of all cluster points of \(\sigma(T)\) along with the isolated points \(\lambda \in \sigma(T)\) for which \(X_T(\{\lambda\})\) is infinite dimensional.

**Proof.** Since \(T\) has SVEP it follows that \(\sigma(T) = \sigma_{su}(T)\) [15, Corollary of Lemma 3], and the conclusion is then immediate from Theorem 3 and Lemma 1.

Obviously, this corollary holds for any operator \(T\) with property \((\delta)\) for which \(\sigma(T) = \sigma_{su}(T)\). However, without this equality the conclusion of Corollary 1 is not true. The right shift \(R\), mentioned a little while ago, is a step towards an example: the set of cluster points of the spectrum equals the closed unit disc \(D\), while \(\sigma_{sF}(R) = T\). Since \(R\) is an isometry, it has property \((\beta)\) [9], and consequently its adjoint, the left shift \(L\), has property \((\delta)\), by the Albrecht-Eschmeier duality theory [3]. An operator and its adjoint have identical spectra and identical semi-Fredholm spectra, and hence \(\sigma_{sF}(L) = T \neq D\).

**Remark 1.** Better results than Corollary 1 have been known for some time. Based either on a technique employed in [4, proof of Proposition 4.6], or on work described in [17, Corollary 1.8], we have that if \(T \in \mathcal{L}(X)\) and its adjoint \(T^* \in \mathcal{L}(X^*)\) both have SVEP then every point of \(\sigma(T) \cap \sigma_{sF}(T)\) is an isolated point. Thus \(\sigma_{sF}(T)\) consists of all cluster points of \(\sigma(T)\) along with the isolated points \(\lambda \in \sigma(T)\) for which \(X_T(\{\lambda\})\) is infinite dimensional. With SVEP only for \(T\) this conclusion is not true. The right shift \(R\) is an example. This more general version of Corollary 1 is not particularly useful in the study of intertwining relations, because no spectral preservation results are known yet for operators which along with their adjoints have SVEP.
3. INTERTWINEING

Similarity of operators \( S \in L(Y) \) and \( T \in L(X) \) is a significant equivalence relation of operator theory and one of its many accompanying facts is the preservation of spectra. If similarity is relaxed to intertwining, i.e. to the existence of an operator \( A \in L(X,Y) \), an intertwiner, such that \( SA = AT \), then spectral preservation is no longer guaranteed although, by a classical result, cf. e.g. [13, p. 488], the spectra of \( S \) and \( T \) must overlap. For essential spectra the best known general result is about quasi-similar operators. The operators \( S \) and \( T \) are said to be quasi-similar if there are quasi-affinities \( A \in L(X,Y) \), respectively \( B \in L(Y,X) \), which intertwine, i.e. for which \( SA = AT \) and \( TB = BS \) (a quasi-affinity is a linear map which is injective and has norm-dense range). In 1988 Herrero showed, in [7], that no component of either of the essential spectra of two quasi-similar operators can avoid touching the other essential spectrum. How this result fares if we relax the intertwining to that of asymptotic intertwining (to be introduced now), and/or consider instead the semi-Fredholm spectrum, is not yet known. Here we shall deal with asymptotic intertwining, but restrict our attention to intertwined operators with appropriate spectral decomposition properties. First recall that operators \( S \in L(Y) \) and \( T \in L(X) \) are said to be intertwined asymptotically by \( A \in L(X,Y) \), if the commutator \( C(S,T) \in L(L(X,Y)) \), defined by \( C(S,T)(A) := SA - AT \), satisfies the condition that \( \|C(S,T)^n(A)\|^{1/n} \to 0 \) as \( n \to \infty \). Any \( A \) for which \( C(S,T)^n(A) = 0 \) for some \( n \in \mathbb{N} \), e.g. an intertwiner, will be an example, and to exemplify this non-trivially, note that any quasi-nilpotent operator and the zero operator are intertwined asymptotically by the identity operator. Asymptotic intertwining is the same as saying that \( A \) is an element of the glocal spectral subspace \( L(X,Y)_{C(S,T)}(\{0\}) \), by the description of these spaces [19], also referred to in the proof of Theorem 2.

A fact about asymptotic intertwining, which dates back to [5] and which we shall use repeatedly, and often tacitly, is that if \( S \) and \( T \) are intertwined asymptotically by \( A \), then \( AX(F) \subseteq YS(F) \) for any closed set \( F \subseteq C \); in the present context this was noted in [13, Proposition 2.2].

If \( S \) and \( T \) are intertwined asymptotically by a quasi-affinity \( A \), while \( T \) and \( S \) are intertwined asymptotically by a quasi-affinity \( B \in L(Y,X) \), then we say that \( S \) and \( T \) are asymptotically quasi-similar.

**Theorem 4.** If \( S \in L(Y) \) and \( T \in L(X) \) are intertwined asymptotically by a quasi-affinity \( A \) and if \( K := \sigma(T) = \sigma(S) \) then an isolated point \( \lambda \in K \) is in \( \sigma_{sF}(T) \) if and only if \( \lambda \) is in \( \sigma_{sF}(S) \), and this occurs if and only if \( \lambda \) is in \( \sigma_e(T) \), hence if and only if \( \lambda \) is in \( \sigma_e(S) \).

**Proof.** By Lemma 1 we have to show that if \( \lambda \in K \) is an isolated point then \( \mathcal{X}_T(\{\lambda\}) \) is finite dimensional if and only if this is the case for \( \mathcal{Y}_S(\{\lambda\}) \). If \( \mathcal{Y}_S(\{\lambda\}) \) is finite dimensional, this is clear because \( A\mathcal{X}_T(\{\lambda\}) \subseteq \mathcal{Y}_S(\{\lambda\}) \), and \( A \) is injective. On the other hand, if \( \mathcal{X}_T(\{\lambda\}) \) is finite dimensional, then so is \( A\mathcal{X}_T(\{\lambda\}) \subseteq \mathcal{Y}_S(\{\lambda\}) \). Making use of the density assumption on \( A \), it is then elementary to see that in fact \( A\mathcal{X}_T(\{\lambda\}) = \mathcal{Y}_S(\{\lambda\}) \).

We now come to the main results of this section. They are, in part, generalizations of [18].
Theorem 5. If $S \in L(Y)$ and $T \in L(X)$ have SVEP and property $(\delta)$, and if $S$ and $T$ are asymptotically intertwined by an injective map $A$, then $\sigma(T) \subseteq \sigma(S)$ and $\sigma_{sF}(T) = \sigma_e(T) \subseteq \sigma_{sF}(S) = \sigma_e(S)$.

Proof. We note first that $\sigma(T) \subseteq \sigma(S)$, by [13, Theorem 4.1 (c)]. Any cluster point of the set $\sigma(T)$ will be in the semi-Fredholm spectrum of both operators, by Corollary 1, and an isolated point $\lambda$ of $\sigma(T)$ will be either non-isolated in $\sigma(S)$ (in which case it belongs to $\sigma_{sF}(S)$), or it will be isolated in $\sigma(S)$ as well. If, in this latter case $\lambda \notin \sigma_{sF}(S)$ then $Y_S(\{\lambda\})$ is finite dimensional, and since $AX_T(\{\lambda\}) \subseteq Y_S(\{\lambda\})$ and $A$ is injective, $X_T(\{\lambda\})$ is also finite dimensional. Thus $\lambda \notin \sigma_{sF}(T)$, by Lemma 1.

Corollary 2. If $S \in L(Y)$ and $T \in L(X)$ have SVEP and property $(\delta)$, and if $S$ and $T$ are asymptotically quasi-similar, then $\sigma(T) = \sigma(S)$ and $\sigma_{sF}(T) = \sigma_e(T) = \sigma_{sF}(S) = \sigma_e(S)$.

Proof. The equality $\sigma(T) = \sigma(S)$ is [13, Corollary 4.5], or two applications of Theorem 5. Similarly, $\sigma_{sF}(T) = \sigma_e(T) = \sigma_{sF}(S) = \sigma_e(S)$ is immediate from Theorem 5.

A straightforward application of the Albrecht-Eschermeier duality, combined with the fact that two operators are intertwined asymptotically by an operator if and only if their adjoints are intertwined asymptotically by the adjoint of the intertwining map, yields the following result.

Corollary 3. If $S \in L(Y)$ and $T \in L(X)$ have property $(\beta)$ and their adjoint operators have SVEP, and if $S$ and $T$ are asymptotically quasi-similar, then $\sigma(T) = \sigma(S)$ and $\sigma_{sF}(T) = \sigma_e(T) = \sigma_{sF}(S) = \sigma_e(S)$.

Proof. As mentioned, if $S$ and $T$ are intertwined asymptotically by $A$ then $T^*$ and $S^*$ are intertwined asymptotically by $A^*$. Since $T^*$ and $S^*$ have property $(\delta)$ and SVEP, and since spectra, essential, and semi-Fredholm spectra are preserved under the passage between adjoints and pre-adjoints, two applications of Theorem 5 will complete the argument.

The next result, Theorem 6, also concludes equality of spectra and semi-Fredholm spectra, but the two operators do not appear symmetrically in the assumptions, and we can relax the condition on the intertwining map to that of quasi-affinity. Note also that there is no explicit assumption of SVEP on $T$.

Theorem 6. If $S \in L(Y)$ and $T \in L(X)$ are asymptotically intertwined by a quasi-affinity $A$, and if $S$ has property $(C)$ while $T$ has property $(\delta)$, then $\sigma(T) = \sigma(S)$ and $\sigma_{sF}(T) = \sigma_e(T) = \sigma_e(S) = \sigma_{sF}(S)$. The latter set consists of the cluster points of the former and, additionally, those isolated points $\lambda$ for which the spectral subspace $X_T(\{\lambda\})$ (and/or $Y_S(\{\lambda\})$) is infinite dimensional.

Proof. The equality of the spectra is Corollary 4.2 of [13]. Moreover, by [13, Theorem 4.1 (a)], $K := \sigma(T) = \sigma_{su}(T)$, and since $S$ has SVEP we also have $\sigma(S) = \sigma_{su}(S) = K$. Thus, from Theorem 3 we conclude that all cluster points of $K$ are in $\sigma_{sF}(T)$. We claim that all cluster points of $K$ are in $\sigma_{sF}(S)$ as well. Let $\lambda$ be a cluster point of $K$, and let $D(\lambda, r)$ be an arbitrary disc centered at $\lambda$. By Theorem 1, it suffices, because $\sigma_{sF}(S)$ is a closed set, to show that $D(\lambda, r)$ contains infinitely many distinct boundary points of local spectra. By the proof of Theorem
3, there is an element \( x \in X \) for which \( \sigma_T(x) \) is an infinite subset of \( D(\lambda, r) \), and since \( AX_T(D(\lambda, r)) \subseteq Y_S(D(\lambda, r)) \), it follows that \( \sigma_S(Ax) \subseteq D(\lambda, r) \). If \( \sigma_S(Ax) \) is infinite, we are done. Otherwise, a slight refinement of this reasoning will complete the argument: there is a sequence of distinct points of \( K \cap D(\lambda, r) \) converging to \( \lambda \). Hence there is a sequence of pairwise disjoint closed discs \( D(\lambda_n, r_n) \), centered at \( \lambda_n \). For each \( n \in \mathbb{N} \) we can find \( x_n \in X \) such that \( \lambda_n \in \sigma_T(x_n) \subseteq D(\lambda_n, r_n) \). Since \( \emptyset \neq \sigma_S(Ax_n) \subseteq D(\lambda_n, r_n) \), Theorem 1 implies that \( \lambda \in \sigma_{sF}(S) \). This establishes that all cluster points of \( K \) belong to both semi-Fredholm spectra, and consequently to both essential spectra. For the isolated points we appeal to Theorem 4.

We extract a statement about decomposable operators from Theorem 6, rather than from Theorem 5, to retain the lack of symmetry in the assumptions on the intertwining of \( S \) and \( T \): it is not necessary to suppose (asymptotic) quasi-similarity. This is analogous to the assumptions of the classical result on this area, [5, Theorem 2.4.4] (of which this Corollary is a generalization) which establishes equality of the spectra of two decomposable operators intertwined by a quasi-affinity.

**Corollary 4.** If \( S \in L(Y) \) and \( T \in L(X) \) are decomposable operators which are asymptotically intertwined by a quasi-affinity \( A \), then \( \sigma_{sF}(T) = \sigma_e(T) = \sigma_e(S) = \sigma_{sF}(S) \), and this set consists of the cluster points of their common spectrum and those isolated points \( \lambda \) for which the spectral subspace \( X_T(\{\lambda\}) \) (and/or \( Y_S(\{\lambda\}) \)) is infinite dimensional.

**Remark 2.** What is really being examined here is the relation between the surjectivity spectra and the semi-Fredholm spectra. Since the most satisfying conclusions emerge when the surjectivity spectrum coincides with the spectrum, these conclusions are obtained at the expense of some generality, cf. the assumption of SVEP alongside property (\( \delta \)), e.g. in Corollary 1. For several reasons, among them that other approaches, e.g. [18], avoid explicit reliance on SVEP, it would be natural to investigate further the relations between the surjectivity spectra of intertwined operators.

4. **Multipliers**

Consider a commutative Banach algebra \( A \) with maximal ideal space (i.e. space of multiplicative linear functionals, equipped with the weak* topology) \( \Delta(A) \). The Gelfand transform, defined on \( A \) by \( \hat{a} : f \mapsto f(a) \) for every \( a \in A \) and every \( f \in \Delta(A) \), is a norm decreasing algebra homomorphism and an injection exactly when \( A \) is semisimple. By a *multiplier* \( T \) on \( A \) we mean a continuous linear operator for which the identity \( aT(b) = T(a)b \) holds for all \( a, b \in A \). Obvious examples (in the present commutative situation) are the operators given by multiplication by a fixed element of \( A \). The best non-trivial examples of multipliers are probably obtained from group algebras: if \( G \) denotes a locally compact abelian group and \( L^1(G) \) the *group algebra* of Haar-integrable complex valued functions, organized as an algebra by means of convolution multiplication, then the multipliers on \( L^1(G) \) are exactly the convolution algebra of bounded regular complex valued measures on \( G \). All this may be found in the standard reference on multipliers [8].

We shall denote the set of multipliers on \( A \) by \( M(A) \). Associated to a multiplier \( T \in M(A) \) is a bounded continuous function \( \hat{T} \) on \( \Delta(A) \), with the property that
\( \hat{T}a = \hat{T}a \) for all \( a \in A \). Thus the Gelfand transform establishes an intertwining relationship between the multiplier \( T \) and the multiplication operator \( L^*_f \) defined on \( C_0(\Delta(A)) \) by \( L^*_f(f) := \hat{T}f \) for all \( f \in C_0(\Delta(A)) \), and it is this simple observation that makes the above theory readily applicable to multipliers.

The semisimplicity of \( A \) makes it plain to see that any multiplier \( T \in M(A) \) has SVEP, so \( \sigma(T) = \sigma_{\alpha}(T) \). But \( T \) does not necessarily have (\( \delta \), so \( \sigma_{sF}(T) \) is not immediately identifiable by the methods of this paper. We observe that a multiplier \( T \) is Fredholm if and only if it is negative semi-Fredholm, i.e. has range \( TA \) of finite codimension. This follows since \( TA \cap \ker T = \{0\} \). In fact, the semisimplicity makes it easy to see that \( \ker T = \ker T^2 \), i.e. that a multiplier \( T \) has finite ascent (actually has ascent \( \leq 1 \)), and from this the equality \( TA \cap \ker T = \{0\} \) is immediate. Note that these remarks apply to multipliers \( T - \lambda \), hence make it possible to identify the (Fredholm) essential spectrum with the ‘negative semi-Fredholm’ spectrum.

Aiena [1] has studied the Weyl spectrum \( \sigma_w(T) \) of a multiplier \( T \in M(A) \), where \( \lambda \notin \sigma_w(T) \) if and only if \( T - \lambda \) is Fredholm and has index 0, i.e. \( \dim \ker(T - \lambda) = \text{codim}(T - \lambda)A < \infty \). Obviously \( \sigma_{sF}(T) \subseteq \sigma_w(T) \), and the example of the disc algebra \( A(D) \) shows that these two spectra may well be distinct: for \( (Tf)(z) := zf(z) \), where \( f \in A(D) \), we have that \( \sigma(T) = D \), and the interior of \( D \) consists of points \( \lambda \) for which \( (T - \lambda) \) is Fredholm, but the index is \(-1 \), hence \( \sigma_w(T) = D \) while \( \sigma_{sF}(T) = T \). On the other hand, with additional assumptions the two spectra do coincide; for instance, if \( A \) is a regular semisimple commutative and Tauberian Banach algebra, then \( \sigma_{sF}(T) = \sigma_w(T) \) [2, Theorem 4.5]. Moreover, with these assumptions on \( A \), as well as the assumption that \( \Delta(A) \) contains no isolated points then \( \sigma_{sF}(T) = \sigma_w(T) = \sigma(T) \). The technical terms used in these last statements are defined, for instance, in [2].

For multipliers we have the following amelioration of Lemma 1.

**Proposition 1.** Let \( T \in M(A) \), where \( A \) is a commutative semisimple Banach algebra and let \( \lambda \in C \) be an isolated point of \( \sigma(T) \). Then \( \lambda \notin \sigma_{sF}(T) \) if and only if \( \dim \ker(T - \lambda) < \infty \) and this happens if and only if \( \{ \phi \in \Delta(A) : \hat{T}(\phi) = \lambda \} \) is finite, and if and only if \( \lambda \notin \sigma_e(T) \).

**Proof.** The first equivalence is a consequence of [10, Theorems 5, 6, 10]. For the second equivalence we note that if \( \lambda \in \sigma(T) \) is an isolated point for which \( T - \lambda \) is semi-Fredholm then, by Lemma 1, \( \text{hull}((T - \lambda)A) := \{ \phi \in \Delta(A) : \phi((T - \lambda)A) = \{0\} \} \) is finite and this hull is easily seen to equal \( \{ \phi \in \Delta(A) : \hat{T}(\phi) = \lambda \} \). Conversely, if \( \{ \phi \in \Delta(A) : \hat{T}(\phi) = \lambda \} \) is a finite set, its points are clopen and it is immediate that this set supports \( \ker(T - \lambda) \), so that \( \ker(T - \lambda) \) is finite dimensional.

For multipliers on commutative semisimple Banach algebras we can improve on Theorem 6: the intertwining map is the Gelfand transform and only injectivity (not dense range) will be used. Thus we do not need to restrict attention to, say, self adjoint algebras where the Stone-Weierstrass theorem might be invoked.

**Theorem 7.** If \( T \in M(A) \) is a multiplier with property (\( \delta \)) on the commutative semisimple Banach algebra \( A \) then \( \sigma(T) = [\hat{T}(\Delta(A))]^\perp \) and \( \sigma_{sF}(T) = \sigma_e(T) = \sigma_{sF}(L^*_f) = \sigma_e(L^*_f) \). This latter set consists of all cluster points of \( \hat{T}(\Delta(A)) \) together with all isolated points \( \lambda \) of \( \hat{T}(\Delta(A)) \) for which \( \{ \phi \in \Delta(A) : \hat{T}(\phi) = \lambda \} \) is an infinite set.
Proof. The fact that \( \sigma(T) = [\hat{T}(\Delta(A))]^- \) is proved in [12, Proposition 3]. For the rest of the argument we can quote the proof of Theorem 6 verbatim, except that the description of the isolated points in the spectrum of course comes from Proposition 1.

Without an assumption such as (\( \delta \)), it is not true that \( \sigma_{SF}(T) = \sigma_{SF}(\hat{L}_T) \), as the example of multiplication by the independent variable on the disc algebra shows. Here \( \sigma_{SF}(T) \) is the unit circle while \( \sigma_{SF}(\hat{L}_T) \) is the whole unit disc.

The property of a multiplier that \( \sigma(T) = [\hat{T}(\Delta(A))]^- \) is called natural spectrum and has received a fair amount of attention, e.g. [6], [12], [24]. The references [6] and [12] are also good sources of information on circumstances under which a multiplier has property (\( \delta \)).
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