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Abstract. An explicit description of the ring of polynomial invariants of cyclic groups of order \(p^s\) with fixed point set of codimension 2, or with co-
variants of codimension 2, over a field of characteristic \(p\) is given. It transpires
that these rings are complete intersections. A slight generalization for some
abelian \(p\)-groups is also derived, which leads to a result about arbitrary groups
with \(p\)-Sylow subgroup of this type.

1. Introduction

Let \(\mathbb{F}\) be a finite field of characteristic \(p \neq 0\). Let \(\rho : G \hookrightarrow \text{GL}(n, \mathbb{F})\) be a faithful
representation of a finite group \(G\), where \(p\) divides the order of \(G\), \(|G|\). The group
\(G\) acts on \(V = \mathbb{F}^n\), the \(n\)-dimensional vector space over \(\mathbb{F}\). Denote by \(\rho^*\) the dual
representation of \(G\) on \(V^*\) and \(x_1, \ldots, x_n\) the standard dual basis. Then \(\rho\) induces
an action of \(G\) on the ring of polynomials \(\mathbb{F}[V] = \mathbb{F}[x_1, \ldots, x_n]\). Define the vector
space of covariants

\[ V_G := V / \text{span}_\mathbb{F}\{(gv - v) | g \in G, v \in V\} \cong \text{Hom}_\mathbb{F}(V^*G, \mathbb{F}), \]

which is dual to the fixed point set \((V^*)^G\). By a result of Nakajima [6] and Land-
weber-Stong [4], or [7], section 8.2, it is known that for groups \(G\) with either \(V^G\) or
\(V_G\) of codimension 1, both rings of invariants \(\mathbb{F}[V]^G\) and \(\mathbb{F}[V^*]^G\) are polynomial.
I am going to show that a similar result holds for the case of codim\(\mathbb{F}(V^G) = 2\)
or codim\(\mathbb{F}(V_G) = 2\), and \(G\) a cyclic group of order \(p^s\) : both rings of invariants
\(\mathbb{F}[V]^G\) and \(\mathbb{F}[V^*]^G\) are complete intersections. This sharpens a result of Ellingsrud-
Skjelbred [2]. They have shown that for cyclic groups of prime power order the
ring of polynomial invariants is Cohen-Macaulay, if the codimension of the fixed
point set is 2, and has homological codimension less than the Krull dimension, if
the codimension of the fixed point set is greater than 2.\(^1\)

These results can be generalized to some abelian \(p\)-groups.

The method used to derive these results seems to be new. It consists of four
steps.

\(^{1}\)Hence the results of Ellingsrud-Skjelbred and Landweber-Stong show that \(\mathbb{F}[V]^{\mathbb{F}/p^s}\) is Cohen-
Macaulay if and only if codim\(\mathbb{F}(V^{\mathbb{F}/p^s}) \leq 2\) or codim\(\mathbb{F}(V_{\mathbb{F}/p^s}) \leq 2\), because codim\(\mathbb{F}(V^{\mathbb{F}/p^s}) =\)
\text{codim}_\mathbb{F}(V_{\mathbb{F}/p^s}).
(1) The first step is to construct a model ring \( A \), which in the end will turn out to be the desired ring of invariants. The model is a subalgebra of \( \mathbb{F}[V]^G \), and the extension \( A \subseteq \mathbb{F}[V]^G \) is finite.

(2) I compute the degree ([7], section 5.5), \( \deg(A) \), of \( A \) from its Poincaré series, and then use the degree theorem ([7], Theorem 5.5.3) to conclude that \( A \) and \( \mathbb{F}[V]^G \) have the same fields of fractions.

(3) Extending scalars from \( \mathbb{F} \) to a larger field \( K \) I am able to show that \( K \otimes \mathbb{F} A \) is a unique factorization domain, and hence by a theorem\(^2\) of Nagata [5] that \( A \) itself is a unique factorization domain and therefore integrally closed.

(4) Since \( A \subseteq \mathbb{F}[V]^G \) is an integral extension, and both \( A \) and \( \mathbb{F}[V]^G \) have the same field of fractions, it follows that \( A = \mathbb{F}[V]^G \), i.e. I have shown that the model ring is the ring of invariants.

In the first part of this paper, I am going to handle the case of cyclic groups of prime order \( p \). The second part shows that for \( p \) odd these are the only such examples, handles the case \( p = 2 \), and derives some corollaries for arbitrary finite groups.

As a general reference for invariant theory of finite groups I recommend [7].

This work was done during my stay at the Mathematics Department of Yale University in spring term 1995. I want to thank the members of the department for the possibility to work at their institute and to enjoy the warm and friendly atmosphere. I thank Larry Smith for his encouragement and help.

2. Cyclic groups of prime order

**Theorem 2.1.** Suppose \( \mathbb{F} \) is a field of characteristic \( p \) and \( V = \mathbb{F}^n \). Let \( \rho : G = \mathbb{Z}/p \to \text{GL}(n, \mathbb{F}) \) be a faithful representation of a cyclic group of prime order \( p \), and let \( \text{codim}_F(V^G) = 2 \). Then the ring of polynomial invariants is a complete intersection, more precisely

\[
\mathbb{F}[V]^\mathbb{Z}/p = \mathbb{F}[l_1, \ldots, l_{n-2}, q, c_{p,1}, c_{p,2}] / (r_{2p}),
\]

where \( \deg(l_i) = 1, i = 1, \ldots, n-2, \deg(q) = 2, \deg(c_{p,j}) = p, j = 1, 2, \deg(r_{2p}) = 2p \). Moreover

\[
\mathbb{F}[V^\ast]^\mathbb{Z}/p = \mathbb{F}[x_1, \ldots, x_{n-2}, q', c_{p,n-1}', c_{p,n}]/(r_{2p}'),
\]

is also a complete intersection, where \( \deg(q') = 2, \deg(c_{p,j}') = p, j = n-1, n, \deg(r_{2p}') = 2p \).

For the proof I need the following lemma:

**Lemma 2.2.** Let \( A = \mathbb{K}[f_1, \ldots, f_m] / (r_1, \ldots, r_l) \) be a complete intersection with Krull dimension \( \dim A = n \) where \( \mathbb{K} \) is any field. Then\(^3\)

\[
\deg(A) = \frac{\prod_{j=1}^l \deg(r_j)}{\prod_{i=1}^m \deg(f_i)}
\]

\(^2\)Theorem (Nagata). Let \( \mathbb{K} \) be a field. Let \( I \) be a homogeneous ideal of \( \mathbb{K}[x_1, \ldots, x_n] \). If there exists a field \( \mathbb{K}' \) containing \( \mathbb{K} \) such that \( \mathbb{K}'[x_1, \ldots, x_n]/I \) is a unique factorization ring, then \( \mathbb{K}[x_1, \ldots, x_n]/I \) is also a unique factorization ring.

\(^3\)For a definition of the degree of a graded algebra see [7], section 5.5.
\textbf{Proof.} Since $A$ is a complete intersection, $(r_1, \ldots, r_l)$ is a regular sequence, and $m - l = n$. Hence the Poincaré series of $A$ is given by

$$P(A,t) = \frac{\prod_{i=1}^l(1 - t^{\deg(r_i)})}{\prod_{j=1}^m(1 - t^{\deg(f_j)})} = \left(\frac{1}{(1-t)^n}\right) \prod_{i=1}^l(1 + t + \ldots + t^{\deg(r_i)-1}).$$

Therefore since $\deg(A) = (1-t)^n P(A,t)_{t=1}$ the result follows.

\textbf{Remark 1.} If $A = \mathbb{K}[f_1, \ldots, f_m]/(r_1, \ldots, r_l) = \mathbb{K}[V]^G$ is the ring of polynomial invariants for some faithful representation $\rho : G \hookrightarrow \text{GL}(n, \mathbb{K})$ of a finite group $G$, then this lemma leads to the formula

$$\prod_{i=1}^m \deg(f_i) \prod_{j=1}^l \deg(r_j) = \frac{1}{\deg(A)} = |G|,$$

by \cite{7}, Theorem 5.5.3.

\textbf{Remark 2.} This lemma is sharp, in the sense that if $A = \mathbb{K}[f_1, \ldots, f_m]/(r_1, \ldots, r_l)$ is only Cohen-Macaulay this formula is not true: consider the representation $\rho : \mathbb{Z}/k \hookrightarrow \text{GL}(n, \mathbb{C})$ given by the matrix

$$T = \begin{pmatrix} \exp(2\pi i/k) & 0 \\ 0 & \exp(2\pi i/k) \end{pmatrix}$$

for an integer $k$. Then the ring of polynomial invariants is

$$\mathbb{C}[x, y]^{\mathbb{Z}/k} = \mathbb{C}[f_0, \ldots, f_k]/(f_0, f_k - f_1 f_{k-1}, \ldots, f_0 f_k - f_1 f_{k-1}),$$

where $f_i = x^i y^{k-i}, i = 0, \ldots, k$, and $\alpha = \frac{k-1}{2}$, resp. $\frac{k}{2}$ for $k \equiv 1$, resp. 0 mod 2. Obviously

$$\prod_{i=0}^k \deg(f_i) \prod_{i=0}^l \deg(f_0 f_k - f_1 f_{k-1}) = \frac{(k+1)(2k)^{\alpha}}{2^k} \neq k, \quad \text{for } k \geq 3.$$

By a theorem of Eagon-Hochster the ring of invariants, $\mathbb{C}[V]^{\mathbb{Z}/k}$, is Cohen-Macaulay \cite{7}, Theorem 6.7.8.

\textbf{Proof of the theorem.} Since \text{codim}_{\mathbb{P}}(V^{\mathbb{Z}/p}) = 2$, the image of a generator of $\mathbb{Z}/p$ under the representation $\rho$ has the form

$$T = \begin{pmatrix} I & B \\ 0 & M \end{pmatrix},$$

where $M \in \text{GL}(2, \mathbb{F}), B \in M((n-2) \times 2, \mathbb{F})$ is an $(n-2) \times 2$-matrix with entries in $\mathbb{F}, I = \text{id} \in \text{GL}(n-2, \mathbb{F}),$ and

$$M^{p} = \text{id} \quad \text{and} \quad B + BM + \cdots + BM^{p-1} = 0,$$

$$M^{p-1} \neq \text{id} \quad \text{or} \quad B + BM + \cdots + BM^{p-2} \neq 0.$$ 

The dual representation $\rho^*$ maps a generator of $\mathbb{Z}/p$ to the transposed matrix, and similarly the relations are transposed.

I am going to distinguish two cases.

\textbf{Case 1:} $M = \text{id}$.

\textbf{Case 2:} $M \neq \text{id}$, so the condition that follows is what is needed for $T$ to have order $p$.
First I consider the case of the representation $\rho$. If $M = \text{id}$, then

$$B = \begin{pmatrix} b_{1,1} & b_{1,2} \\ \vdots & \vdots \\ b_{n-2,1} & b_{n-2,2} \end{pmatrix} \in M((n-2) \times 2, \mathbb{F}),$$

with $\text{rk}(B) = 2$, $n \geq 4$, and without loss of generality I assume that the first two rows are linearly independent. Let

$$A := \mathbb{F}[l_3, \ldots, l_{n-2}, x_{n-1}, x_n, q, c_p(x_1), c_p(x_2)]/(r_{2p}),$$

where $c_p(x_1)$, resp. $c_p(x_2)$, are the top orbit Chern classes of $x_1$, resp. $x_2$ (see [7], section 3.2 for a discussion of orbit Chern classes),

$$q = x_1(b_{2,1}x_{n-1} + b_{2,2}x_n) - x_2(b_{1,1}x_{n-1} + b_{1,2}x_n)$$

is a generator of degree 2,

$$l_i = (b_{2,1}b_{1,2} - b_{1,1}b_{2,2})(b_{2,1}x_i - b_{1,1}x_2) - (b_{1,2}b_{2,1} - b_{1,1}b_{2,2})(b_{2,1}x_1 - b_{1,1}x_2)$$

are linear generators for $i = 3, \ldots, n-2$ and

$$r_{2p} = c_p(x_1)(b_{2,1}x_{n-1} + b_{2,2}x_n)^p - c_p(x_2)(b_{1,1}x_{n-1} + b_{1,2}x_n)^p - q^p + q(b_{1,1}x_{n-1} + b_{1,2}x_n)^{p-1}(b_{2,1}x_{n-1} + b_{2,2}x_n)^{p-1}$$

is a relation of degree $2p$ satisfied by these polynomials. First, I am going to show that $A \subset \mathbb{F}[V]/\mathbb{Z}/p$ : Since $A$ is generated by polynomials, which are invariant under $\mathbb{Z}/p$, and $r_{2p}$ is a relation satisfied by these, it follows that there is a map of algebras

$$\psi : A \to \mathbb{F}[V]/\mathbb{Z}/p.$$

Since $\mathbb{F}[V]/\mathbb{Z}/p \subset \mathbb{F}[V]$ it is equivalent to show that the composition

$$\Psi : A \to \mathbb{F}[V]/\mathbb{Z}/p \hookrightarrow \mathbb{F}[V]$$

is monic. This is equivalent to showing that $(r_{2p})$ is the kernel of

$$\varphi : A' := \mathbb{F}[l_3, \ldots, l_{n-2}, x_{n-1}, x_n, q, c_p(x_1), c_p(x_2)] \to \mathbb{F}[V].$$

Since $\mathbb{F}[V]$ is an integral domain, $(0) \subset \mathbb{F}[V]$ is a prime ideal, hence $\ker(\varphi) \subset A'$ is a prime ideal, which contains $r_{2p}$, hence $(r_{2p}) \subset \ker(\varphi)$. The image of $\varphi$ has Krull dimension $n = \dim \mathbb{F}[V]$, because it contains a system of parameters, namely$^5$

$$l_3, \ldots, l_{n-2}, x_{n-1}, x_n, c_p(x_1), c_p(x_2).$$

Therefore the kernel has height 1. This means that $\ker(\varphi)$ is a prime ideal lying minimally over $(r_{2p})$. In a unique factorization domain, such as $A'$, an isolated prime of a principal ideal is itself principal, i.e.

$$(r_{2p}) \subset \ker(\varphi) = (h),$$

for some $h \in A'$ (see e.g. [1], Proposition 3.11 b). Therefore $h|r_{2p}$, and $h$ is a relation of degree $\leq \deg(r_{2p}) = 2p$. Since $r_{2p}$ is a relation of minimal degree between $l_3, \ldots, l_{n-2}, x_{n-1}, x_n, q, c_p(x_1), c_p(x_2)$, it follows that $h = r_{2p}$ and hence $\ker(\varphi) = (h) = (r_{2p})$. So, $A \subset \mathbb{F}[V]$.

$^5$l_3, \ldots, l_{n-2}, x_{n-1}, x_n span a subspace complementary to $x_1, x_2$ and $c_p(x_1), c_p(x_2)$ are monic polynomials of degree $p$ in $x_1$, resp. $x_2$ with coefficients in $l_3, \ldots, l_{n-2}, x_{n-1}, x_n$.  
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Since \( A \) is a complete intersection, it follows from the above Lemma 2.2 that

\[
\deg(A) = (1 - t)^n \mathcal{P}(A, t)|_{t=1} = \frac{2p}{2p^2} = \frac{1}{p} = \frac{1}{|G|} = \deg(\mathbb{F}[V]^G).
\]

So from the degree theorem (loc. cit.) the fields of fractions of both rings are equal, i.e.,

\[
F(A) = F(\mathbb{F}[V]^{\mathbb{Z}/p}).
\]

Define \( K := \mathbb{F}[l_3, \ldots, l_{n-2}, x_{n-1}, x_n, q, l_3^{-1}, \ldots, l_{n-2}^{-1}, x_{n-1}^{-1}, x_n^{-1}, q^{-1}] \); then

\[
A[l_3^{-1}, \ldots, l_{n-2}^{-1}, x_{n-1}^{-1}, x_n^{-1}, q^{-1}] = K[c_p(x_1), c_p(x_2)]/(r_{2p}) = K[c_p(x_1)],
\]

where the last equality holds, because \( r_{2p} \) has become a linear relation (over \( K \)) between the two generators \( c_p(x_1), c_p(x_2) \). Since a polynomial ring is a unique factorization domain, \( A \) is also a unique factorization domain by Nagata’s theorem (loc. cit.) so normal.

The extension \( A \subset \mathbb{F}[V]^{\mathbb{Z}/p} \) is integral, both rings are normal, so they are equal.

In the case of the dual representation \( \rho^* \), define

\[
A := \mathbb{F}[x_1, \ldots, x_{n-2}, q', c'_p(x_{n-1}), c'_p(x_n)]/(r'_{2p}),
\]

where \( c'_p(x_{n-1}) \), resp. \( c'_p(x_n) \), are the top orbit Chern classes of \( x_{n-1} \), resp. \( x_n \),

\[
q' = x_{n-1}f_2 - xf_1
\]

is of degree 2, where

\[
f_i := \left( \sum_{i=1}^{n-2} b_{i,1}x_i \right) \quad \text{and} \quad f_2 := \left( \sum_{i=1}^{n-2} b_{i,2}x_i \right),
\]

and

\[
r'_{2p} = c'_p(x_{n-1})f_2^p - c'_p(x_n)f_1^p - q'^p + q'f_1^{p-1}f_2^{p-1}
\]

is a relation satisfied by these polynomials. \( A = \mathbb{F}[V^*]^G \) follows in the same way as above.

**Case 2:** \( M \neq \text{id} \).

If \( M \neq \text{id} \), then \( p \neq 2 \) and \( M \in \text{Syl}_p(\text{GL}(2, \mathbb{F})) \), so without loss of generality I assume that \( M \) has the form

\[
M = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]

Since \( \text{codim}_\mathbb{F}(V^{\mathbb{Z}/p}) = 2 \) by assumption, it follows that without loss of generality \( b_{1,1} \neq 0 \in \mathbb{F} \). Define the model ring \( A \) by

\[
A := \mathbb{F}[l_2, \ldots, l_{n-2}, x_n, c_p(x_1), c_p(x_{n-1})]/(r_{2p}),
\]

where \( c_p(x_1) \), resp. \( c_p(x_{n-1}) \), are the top orbit Chern classes of \( x_1 \), resp. \( x_{n-1} \),

\[
q = 2x_1x_n + (b_{1,1} - 2b_{1,2})x_{n-1}x_n - b_{1,1}x_{n-1}^2
\]

is a generator of degree 2,

\[
l_i = b_{1,1}x_i - b_{1,1}x_1 - (b_{1,1}b_{1,2} - b_{1,1}b_{1,2})x_{n-1}
\]
are linear generators for \( i = 2, \ldots, n - 2 \) and

\[
r_{2p} = 2c_p(x_1)x_n^p - q^p - b_{1,1}c_p(x_{n-1})^2 - \sum_{k=1}^{p-1} \left((-1)^k b_{1,1}^k a^{2k} q^{p-k}\right)
- \sum_{k=(p-1)/2}^{p-1} \left((-1)^k \left(\frac{p-1}{2}\right)^{-1} a^{2k-(p-1)} x_n^{2k} q^{p-k}\right) + b_{1,1} x_n^{p-2} q,
\]

with \( a = \frac{2b_{1,1} - b_{1,1}}{2b_{1,1}} \in \mathbb{F} \), is a relation of degree 2 satisfied by these polynomials. I postpone the unpleasant and lengthy verification of this relation to the appendix. The argument used in Case 1 then shows that \( A = \mathbb{F}[V]^{Z/p} \).

In the dual case define

\[
A := \mathbb{F}[x_1, \ldots, x_{n-2}, q', c'_p(x_{n-1}), c'_p(x_n)]/(r'_{2p}),
\]

where \( c'_p(x_{n-1}) \) and \( c'_p(x_n) \) are the top orbit Chern classes of \( x_{n-1} \) and \( x_n \), respectively.

\[
q' = 2x_nf_1 - x_{n-1}l' - x_{n-1}^2
\]

is of degree 2, where \( l' = 2f_2 - f_1 \) is of degree 1 and \( f_1, f_2 \) are defined as in Case 1, and

\[
r'_{2p} = 2c'_p(n)f_1^p - q^p - (c_p(x_{n-1}))^2 - c_p(x_{n-1})l'^p + c_p(x_{n-1})l''f_1^{p-1} - f_1^{2p-2} q'
- \sum_{k=1}^{p-1} \left((-1)^k \left(\frac{l'}{2}\right)^{2k}\right) - \sum_{k=(p-1)/2}^{p-1} \left((-1)^k \left(\frac{p-1}{2}\right)^{2k-(p-1)} x_n^{2k} q^{p-k}\right) + b_{1,1} x_n^{p-2} q.
\]

is a relation satisfied by these polynomials. I leave the verification of this relation also to the appendix. Again \( A = \mathbb{F}[V]^{Z/p} \) is obtained in the same way as above.

For a cyclic \( p \)-group \( G \) \( \text{codim}_p(V^G) = \text{codim}_p(V_G) \), so dualizing this proof leads to:

**Theorem 2.3.** Suppose \( \mathbb{F} \) is a field of characteristic \( p \) and \( V = \mathbb{F}^n \). Let \( \rho : G = \mathbb{Z}/p \rightarrow GL(n, \mathbb{F}) \) be a faithful representation of a cyclic group of prime order \( p \), let \( \text{codim}_p(V_G) = 2 \). Then the ring of polynomial invariants is a complete intersection, and

\[
\mathbb{F}[V]^{Z/p} = \mathbb{F}[l_1, \ldots, l_{n-2}, q, c_{p,1}, c_{p,2}]/(r_{2p}),
\]

where \( \deg(l_i) = 1, i = 1, \ldots, n - 2 \), \( \deg(q) = 2 \), \( \deg(c_{p,j}) = p, j = 1, 2 \), \( \deg(r_{2p}) = 2p \). Moreover

\[
\mathbb{F}[V]^{Z/p} = \mathbb{F}[x_1, \ldots, x_{n-2}, q', c'_{p,n-1}, c'_{p,n}]/(r'_{2p})
\]

is also a complete intersection, where \( \deg(q') = 2 \), \( \deg(c'_{p,j}) = p, j = n - 1, n \), \( \deg(r'_{2p}) = 2p \).

**3. Corollaries**

I am going to derive some corollaries of the above theorems for more general groups.

**Corollary 3.1.** Let \( G = \mathbb{Z}/p^s \) be a cyclic group of order \( p^s \) with \( \text{codim}_p(V^{Z/p^s}) = 2 \) or \( \text{codim}_p(V_{Z/p^s}) = 2 \). Then the rings of polynomial invariants \( \mathbb{F}[V]^{Z/p^s} \) and \( \mathbb{F}[V]^{Z/p^s} \) are complete intersections.
Proof. Since \( \text{codim} \mathbb{V}^{\mathbb{Z}/p^n} = 2 \), the image of a generator under a representation \( \rho \) has the form

\[
T = \begin{pmatrix} 1 & B \\ 0 & M \end{pmatrix},
\]

with the notation as above. The \( 2 \times 2 \)-matrix \( M \) has prime power order, hence \( M \in \text{Syl}_p(\text{GL}(2, \mathbb{F})) \). Since this Sylow-subgroup is elementary abelian, \( M \) has order \( p \). Moreover matrix multiplication shows that \( T \) has order \( p \), if \( p \) is odd. Therefore only the case \( s = 1 \) can occur for odd primes \( p \). The rings of invariants are complete intersections and the explicit structure is given by the above theorem.

If \( p = 2 \), then \( s \leq 2 \). For \( s = 1 \) again the theorems above apply. For \( s = 2 \), \( M \neq \text{id} \) and assume without loss of generality that \( b_{1,1} = 1 \) (with the same notation as in Case 2 above),

\[
A := \mathbb{F}[t_2, \ldots, t_{n-2}, x, c, c_p^2(x_1), c_p(x_{n-1})]/(\mathcal{F}_{3p}),
\]

where

\[
c_p^2(x_1) = x_1^4 + x_1^2(x_{n-1}x_n + x_n^2 + x_{n-1}^2) + x_1(x_{n-1}^2x_n + x_{n-1}x_n^2),
\]

resp. \( c_p(x_{n-1}) = x_{n-1}^2 + x_{n-1}x_n \), are the top orbit Chern classes of \( x_1 \), resp. \( x_{n-1} \),

\[
c = x_{n-1}^3 + x_1^2x_n + x_1x_n^2 + x_{n-1}x_n^2
\]

is a generator of degree 3, \( l_i, i = 2, \ldots, n - 2 \), are defined in Theorem 2.1, Case 2, and

\[
\mathcal{F}_{3p} = c_p^2(x_1)x_n^2 + c_p^3(x_{n-1}) + c^2 + cc_p(x_{n-1})x_n,
\]

is a relation of degree \( 3p = 6 \) satisfied by these polynomials. (This is an easy, but long, calculation.) \( A \subset \mathbb{F}[\mathbb{V}]^{\mathbb{Z}/4} \) is obtained in the same way as above. Using the prime elements \( x_n, c_p(x_{n-1}), l_i \), for \( i = 2, \ldots, n - 2 \), as in the argument above shows that \( A = \mathbb{F}[\mathbb{V}]^{\mathbb{Z}/4} \).

In the dual case define

\[
A := \mathbb{F}[x_1, \ldots, x_{n-2}, c', c'_p(x_{n-1}), c'_p(x_n)]/(\mathcal{F}'_{3p}),
\]

where \( c'_p(x_{n-1}) = x_{n-1}^2 + x_{n-1}f_1 \), resp.

\[
c'_p(x_n) = x_n^4 + x_n^2(x_{n-1}^2 + f_2^2 + x_{n-1}f_1 + f_1f_2 + f_1^2)
+ x_n(f_1x_{n-1}^2 + f_1f_2 + f_1^2x_{n-1} + f_1^2f_2),
\]

are the top orbit Chern classes of \( x_{n-1} \), resp. \( x_n \),

\[
c' = x_{n-1}^3 + x_{n-1}f_2^2 + x_{n-1}f_1 + x_{n-1}f_1f_2 + x_nf_1^2 + x_{n}^2f_1,
\]

is a generator of degree 3, \( f_1 \) and \( f_2 \) as in the dual of Case 2 of Theorem 2.1, and

\[
\mathcal{F}'_{3p} = c'_p^2(x_n)f_1^2 + c'_p^3(x_{n-1}) + c^2 + c'f_1c'_p(x_{n-1})
+ f_2f_1(f_1 + f_2)c' + f_2^2(f_1 + f_2)^2c'_p(x_{n-1})
\]

is a relation satisfied by these polynomials. Again this is a lengthy but easy calculation. \( A \subset \mathbb{F}[\mathbb{V}]^G \) can be shown as above and equality is obtained in the same way as above by inverting the linear generators and \( c_p(x_{n-1}) \), and using Nagata’s theorem.

Dualizing leads to the corresponding results for \( \text{codim} \mathbb{V}_G = 2 \).

The following corollary is a straightforward generalization for representations of block form.
Corollary 3.2. Let $G$ be an abelian $p$-group of order $p^s$. Suppose

$$G = \bigoplus_{i=1}^{\beta} G_i$$

is a direct sum decomposition, and $x_1, \ldots, x_n$ is a basis of the dual vector space $V^*$, which decomposes $V^*$ to a direct sum of submodules

$$V^* = \left( \bigoplus_{i=1}^{\beta} V^*_{i} \right) \oplus \left( \bigoplus_{i=\beta+1}^{n} V^*_{i} \right).$$

If $G_i$ acts on $V^*_i$ and trivial on $V^*_{i'}$ for $i \neq i'$ and $\text{codim}(V^G_i) \leq 2$, then the ring of polynomial invariants is a complete intersection. The explicit formulae for generators and relations may be derived from the theorems above. \hfill \Box

Since complete intersection rings are Cohen-Macaulay, and the ring of polynomial invariants of any group $G$ is Cohen-Macaulay when the ring of invariants of its $p$-Sylow subgroup is, I get the following corollary, which is in part a result of Ellingsrud-Skjelbred [2]:

Corollary 3.3. Let $G \hookrightarrow \text{GL}(n, \mathbb{F})$ be a faithful representation of any group whose order is not prime to $p$, the characteristic of the field $\mathbb{F}$. If the $p$-Sylow subgroup of $G$ has the form described in the above Corollary 3.2, then the ring of polynomial invariants of $G$, $\mathbb{F}[V]^G$ and the ring of invariants of the dual representation, $\mathbb{F}[V^*]^G$, are Cohen-Macaulay. \hfill \Box

Appendix

Recalling the notation of Theorem 2.1 I am going to verify the relations $r_{2p}$ and $r'_{2p}$ mentioned in Case 2 of the proof.\footnote{0.0\text{.}6}

Lemma A1. Consider an orbit of the form $a + ib$, for $0 \leq i \leq p - 1$. Then the Chern classes $c_k$, $k = 1, \ldots, p$, are given by

$$c_k = \begin{cases} 
0 & \text{for } k < p - 1, \\
-b^{p-1} & \text{for } k = p - 1, \\
ap^p - ab^{p-1} & \text{for } k = p. 
\end{cases}$$

Proof. The formula for the top orbit Chern class $c_p$ is well known. The reader might be convinced after noticing that the polynomial $a^p - ab^{p-1}$ has the right degree and the same zeros as $c_p := \prod_{i=0}^{p-1} (a + ib)$. If $k \leq p - 1$, then Newton’s formula [7], p. 2, expresses the orbit Chern classes $c_k$ in terms of the orbit power sums, since they are just the elementary symmetric functions in the orbit elements:

$$kc_k = \sum_{j=1}^{k} (-1)^{j-1} P_j c_{k-j},$$

where $c_0 := 1$. Then

$$P_j = \sum_{i=0}^{p-1} (a + ib)^j = \sum_{\alpha=0}^{j} \binom{j}{\alpha} a^{j-\alpha} b^\alpha \sum_{i=0}^{p-1} i^\alpha.$$
By von Staudt’s theorem [3], p. 91,
\[ \sum_{i=0}^{p-1} i^\alpha = \begin{cases} -1 \mod p & \text{for } p-1 \mid \alpha, \\ 0 \mod p & \text{otherwise.} \end{cases} \]

Therefore
\[ P_j = \begin{cases} -b^{p-1} & \text{for } j = p-1, \\ 0 & \text{otherwise,} \end{cases} \]

and hence
\[ c_k = \begin{cases} 0 & \text{for } k < p-1, \\ -b^{p-1} & \text{for } k = p-1, \end{cases} \]
as required.

\[ \Box \]

**Lemma A2.** Consider an orbit of the form \( a + ib + i^2c \), for \( 0 \leq i \leq p-1 \). Then for \( p \neq 2 \) the Chern classes \( c_k, k = 1, \ldots, p-1 \), are given by
\[ kc_k = \begin{cases} 0 & \text{for } k \neq \frac{p-1}{2}, \\ (-1)^{k-1}P_k & \text{for } \frac{p-1}{2} \leq k < p-1, \\ \left( \frac{p-1}{2} \right)^{-1}P^2_{\frac{p-1}{2}} - P_{p-1} & \text{for } k = p-1, \end{cases} \]

where \( P_k := \sum_{i=0}^{p-1} (a + ib + i^2c)^k \) are the orbit power sums. For \( p = 2 \) they are
\[ c_k = \begin{cases} b + c & \text{for } k = 1, \\ a^2 + a(b + c) & \text{for } k = 2. \end{cases} \]

**Proof.** The formulae for \( p = 2 \) are obvious. The case \( p \neq 2 \) can be obtained in the same way as Lemma A1 by computing the orbit power sums with the help of von Staudt’s theorem and using Newton’s formula to get the orbit Chern classes. \( \Box \)

**Lemma A3.** Consider an orbit of the form \( (\tilde{a} + i\tilde{c})^2 \), for \( i = 0, \ldots, p-1 \). Then the orbit Chern classes are given by
\[ c_k = \begin{cases} 0 & \text{for } k \neq \frac{p-1}{2}, k \neq p-1 \text{ and } k \neq p, \\ (-1)^k \frac{1}{2} \tilde{a}^{2k} & \text{for } k = \frac{p-1}{2} \text{ or } k = p-1, \\ (\tilde{a}^p - \tilde{a}^{p-1})^2 & \text{for } k = p, \end{cases} \]

for \( p \neq 2 \). For \( p = 2 \) they are
\[ c_k = \begin{cases} \tilde{c}^2 & \text{for } k = 1, \\ \tilde{a}^2(\tilde{a}^2 + \tilde{c}^2) & \text{for } k = 2. \end{cases} \]

**Proof.** Again the formulae for \( p = 2 \) are obvious. The case \( p \neq 2 \) can be obtained by Lemma A2 using once more von Staudt’s theorem to compute explicitly the remaining orbit power sums. The top orbit Chern class can be derived by Lemma A1. \( \Box \)
Lemma A4. With the notation of Theorem 2.1

\[ r_{2p} = 2c_p(x_1)x_n^p - q^p - b_{1,1}c_p(x_{n-1})^2 - \sum_{k=1}^{p-1} \left( (-1)^k b_{k,1}^k a_n^{2k} x_n^{2p-k} q^{p-k} \right) \]

\[ - \sum_{k=(p-1)/2}^{p-1} b_{k,1}^k \left( (-1)^k \left( \frac{p-1}{2} \right)^{-1} a_n^{2k-(p-1)} x_n^{2p-k} q^{p-k} \right) + b_{1,1}^{p-1} x_n^{2p-2} q, \]

where \( a = \frac{2b_{1,2} - b_{1,1}}{2b_{1,1}} \in \mathbb{F} \). Recall that \( b_{1,1} \neq 0 \) and \( p \neq 2 \).

Proof. Observe that

\[ 2c_p(x_1)x_n^p = c_p(q + b_{1,1}x_{n-1}^2 + (2b_{1,2} - b_{1,1})x_{n-1}x_n) \]

\[ = q^p + \sum_{k=1}^{p} q^{p-k} c_k(b_{1,1}x_{n-1}^2 + (2b_{1,2} - b_{1,1})x_{n-1}x_n), \]

where the last equality holds, because \( q \) is invariant and \( c_0 := 1 \). The next step is to evaluate the orbit Chern classes \( c_k(b_{1,1}x_{n-1}^2 + (2b_{1,2} - b_{1,1})x_{n-1}x_n) \), \( k = 1, \ldots, p \). Since the top orbit Chern class is multiplicative one gets from Lemma A1

\[ c_p(b_{1,1}x_{n-1}^2 + (2b_{1,2} - b_{1,1})x_{n-1}x_n) \]

\[ = c_p(x_{n-1})c_p(b_{1,1}x_{n-1} + (2b_{1,2} - b_{1,1})x_n) = b_{1,1}c_p(x_{n-1})^2. \]

It remains to compute the other Chern classes \( c_k(b_{1,1}x_{n-1}^2 + (2b_{1,2} - b_{1,1})x_{n-1}x_n) \) for \( k = 1, \ldots, p-1 \). In order to apply Lemma A3 note that

\[ b_{1,1}x_{n-1}^2 + (2b_{1,2} - b_{1,1})x_{n-1}x_n \]

\[ = b_{1,1} x_{n-1}^2 + \frac{2b_{1,2} - b_{1,1}}{b_{1,1}} x_{n-1}x_n + a^2 x_n^2 - a^2 x_n^2, \]

where \( a = \frac{2b_{1,2} - b_{1,1}}{2b_{1,1}} \). Since \( a^2 x_n^2 \) is invariant, the Chern classes for \( k = 1, \ldots, p-1 \) are

\[ c_k(b_{1,1}x_{n-1}^2 + (2b_{1,2} - b_{1,1})x_{n-1}x_n) \]

\[ = b_{k,1}^k \left( \sum_{i=0}^{k} \left( (-1)^{k-i} a_n^{2(i-k)} x_n^{2k-(i-k)} c_i((x_{n-1} + ax_n)^2) \right) \right) \]

\[ = \begin{cases} 
(-1)^k b_{k,1}^k a_n^{2k} x_n^{2k} c_k((x_{n-1} + ax_n)^2) & \text{for } k < \frac{p-1}{2}, \\
(-1)^k b_{k,1}^k ((-1)^k a_n^{2k} x_n^{2k} + c_k((x_{n-1} + ax_n)^2)) & \text{for } k = \frac{p-1}{2}, \\
(-1)^k b_{k,1}^k ((-1)^k a_n^{2k} x_n^{2k} + (-1)^{\frac{p-1}{2}} a_n^{2k-(p-1)} x_n^{2p-(p-1)} c_{p-1}((x_{n-1} + ax_n)^2)) & \text{for } \frac{p-1}{2} < k < p-1, \\
(-1)^k b_{k,1}^k ((-1)^k a_n^{2k} x_n^{2k}) + (-1)^{\frac{p-1}{2}} a_n^{p-1} x_n^{p-1} c_{p-1}((x_{n-1} + ax_n)^2) + c_{p-1}((x_{n-1} + ax_n)^2) & \text{for } k = p-1, \\
0 & \text{for } k < \frac{p-1}{2}, \\
(-1)^{\frac{p-1}{2}} (\frac{p-1}{2})^{-1} b_{k,1}^k x_n^{p-1} & \text{for } k = \frac{p-1}{2}, \\
(-1)^k a_n^{2k-(p-1)} b_{k,1}^k x_n^{2k} (\frac{p-1}{2})^{-1} & \text{for } \frac{p-1}{2} < k < p-1, \\
ap^{-1} b_{k,1}^{p-1} x_n^{2p-2} (\frac{p-1}{2})^{-1} - b_{k,1}^{p-1} x_n^{2p-2} & \text{for } k = p-1, \\
b_{k,1}^{p-1} x_n^{2p-2} & \text{for } k = p-1. 
\end{cases} \]
where the last two equalities follow from Lemma A2, resp. A3. Combining these results leads to the desired formula.

In the same way one proves

**Lemma A5.** With the notation of Theorem 2.1

\[
r_{2p}' = 2c_p'(x_n)\frac{f_1^p}{2} - q^p - (c_p(x_{n-1}))^2 - c_p(x_{n-1})\frac{f_1^p}{2} + c_p(x_{n-1})\frac{f_1^{p-1}}{2} + f_1^{2p-2}q'
- \sum_{k=1}^{p-1} q^{p-k}(-1)^k \left(\frac{l'}{2}\right)^{2k} - \sum_{k=\frac{(p-1)}{2}}^{p-1} q^{p-k} \left(\frac{l'}{2}\right)^{2k-(p-1)} \left(\frac{p-1}{2}\right)^{-1} f_1^{p-1},
\]

where as above \(l' = 2f_2 - f_1\) is of degree 1, and \(p \neq 2\).
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