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Abstract. We prove that the following three conditions are necessary and sufficient for a Boolean algebra \( A \) to be embeddable into an interval algebra.

(i) \( A \) is generated by a subset \( R \) such that \( r \cdot s \in \{0, r, s\} \) for all \( r, s \in R \).

(ii) \( A \) has a complemented subalgebra lattice, where complements can be chosen in a monotone way.

(iii) \( A \) is isomorphic to \( \text{Clop} \times \) for a compact zero-dimensional topological semilattice \( (X; \cdot) \) such that \( x \cdot y \cdot z \in \{x \cdot y, x \cdot z\} \) for all \( x, y, z \in X \).

Boolean algebras that are generated by subchains, i.e. subsets that are linearly ordered under the Boolean partial order, were studied as early as 1939 by A. Mostowski and A. Tarski [9] and have received much attention ever since. Nowadays they are called interval algebras. All basic facts about them can be found in section 15 of [4].

For the sake of brevity we introduce the phrase subinterval algebra to express that a Boolean algebra can be embedded into an interval algebra. Subinterval algebras need not be interval algebras again, the easiest example being the subalgebra generated by an uncountable set of pairwise disjoint elements. Our aim is to give characterizations of subinterval algebras that refer only to the algebra itself.

The first of these is in terms of special sets of generators: each subinterval algebra is generated by a ramification set, i.e. a subset \( R \) such that \( r \leq s \) or \( s \leq r \) or \( r \cdot s = 0 \) for all \( r, s \in R \). This is equivalent (cf. [5, Theorem 2.3]) to saying that subinterval algebras are what J. D. Monk called pseudo-tree algebras. The other direction being known already (cf. the very nice proof of [5, Theorem 3.1]), it follows that the class of Boolean pseudo-tree algebras coincides with the class of subinterval algebras. As a corollary one gets that the class of pseudo-tree algebras is closed under taking subalgebras.

This result answers a question posed by Koppelberg and Monk in [5] and also by van Douwen in [3]. In topological form the characterization was recently proved by S. Purisch [12], who deduced it from a result of J. Nikiel’s [10, Theorem 2.1] about the embeddability of certain spaces into dendrons. The author wishes to thank J.D. Monk for making his work-out [8] of Purisch’s proof available to him. For superatomic algebras the characterization is also known: in [2] R. Bonnet, M. Rubin and H. Si-Kaddour constructed ramification sets of generators with additional nice properties.

Received by the editors November 1, 1995 and, in revised form, March 11, 1996.

1991 Mathematics Subject Classification. Primary 06E05; Secondary 54F05.
Our second characterization of subinterval algebras will be categorical, i.e. it could (we leave the details to the interested reader) be expressed in terms of homomorphisms and their compositions only. Let us call a Boolean algebra \( A \) \((\text{monotonically) retractive}\) if for each proper ideal \( I \subseteq A \) there exists a subalgebra \( C_I \leq A \) such that \( C_I \cap I = \{0\} \), \( C_I \cup I \) generates \( A \) (and \( C_I \leq C_J \), whenever \( I \supseteq J \)).

We call the subalgebra \( C_I \) a \((\text{monotonically chosen})\) retract of \( A \) with respect to \( I \). This is because the first two conditions amount to saying that \( C_I \) contains exactly one member of each congruence class of \( A \) modulo \( I \). In still other words, \( A \) is retractive iff each onto homomorphism \( A \to B \) has a right inverse \( B \to A \).

In [14] B. Rotman conjectured that the retractive Boolean algebras are exactly the subinterval algebras. This conjecture was settled by M. Rubin in [15], who proved that subinterval algebras are indeed retractive and constructed (under CH resp. \( \diamondsuit \)) several retractive Boolean algebras that are not subinterval algebras. Since then more such examples have been given, e.g. in [16] and [6]; none are known in ZFC. Let us also mention that no retractive Boolean algebra with a non-retractive subalgebra is known. Below we prove that a modified version of Rotman’s conjecture is true: a Boolean algebra is monotonically retractive iff it is embeddable into an interval algebra.

Let us say that the Boolean algebra \( A \) is \((\text{monotonically) subalgebra-complemented}\) if for each subalgebra \( B \leq A \) there exists a subalgebra \( B^c \leq A \) such that \( B^c \cap B = \{0, 1\} \), \( B^c \cup B \) generates \( A \) (and \( B^c \leq C^c \), whenever \( C \geq B \)). The subalgebra \( B^c \) will be called a \((\text{monotonically chosen) complement}\) of \( B \) with respect to \( A \).

A look at both definitions yields at once that a subalgebra of \( A \) is a retract with respect to \( I \) iff it is a complement of the subalgebra generated by \( I \). It follows that (monotonically) subalgebra-complemented Boolean algebras are (monotonically) retractive. The converse is not obvious. In the non-monotonic version it is not even true: S. Todorčević observed (unpublished, quoted in [1]) that one of Rubin’s retractive algebras is not subalgebra-complemented. Using Rubin’s methods, Todorčević has also shown that all subinterval algebras are subalgebra-complemented. Let us mention that there is no known example disproving the converse.

To sum up the discussion so far, here is our main result.

**Theorem 1.** The following conditions are equivalent for each Boolean algebra \( A \).

(a) \( A \) can be embedded into an interval algebra.
(b) \( A \) is monotonically subalgebra-complemented.
(c) \( A \) is monotonically retractive.
(d) \( A \) has a ramification set of generators.

The proof will be cyclic. In the next section we modify Rubin’s construction of retracts in such a way that it yields the implication \((a) \Rightarrow (b)\). In section 2 we prove \((c) \Rightarrow (d)\). As mentioned above, \((b) \Rightarrow (c)\) is obvious and \((d) \Rightarrow (a)\) already known. In section 3 we give an alternative direct proof of the implication \((a) \Rightarrow (d)\), which may be of independent interest. The final section briefly discusses the topological consequences of Theorem 1 and adds another equivalent condition, namely

(e) There is a multiplication \( \cdot \) on the Stone space \( X \) of \( A \) making it a topological semilattice such that \( x \cdot y \cdot z \in \{x \cdot y \cdot z\} \) for all \( x, y, z \in X \).

Our notation is in accordance with [4], with the exception that we use \( \lor, \land, \text{ and } - \) for the lattice-theoretic Boolean operations of join, meet and complementation and reserve \( + \) for symmetric difference: \( a + b = (a \land \neg b) \lor (b \land \neg a) \). In connection
with +, meets are sometimes called products and denoted by · instead of ∧. Recall that each Boolean algebra is a ring with unit under this addition and multiplication. Moreover, \( a + a = 0 \) for all \( a \), which implies that the underlying additive group of a Boolean algebra can be regarded as a vector space over the field with two elements.

If \( M \) is a subset of a Boolean algebra \( A \), we denote by \( \langle M \rangle \) the subalgebra generated by \( M \). Notice that \( \langle M \rangle \) is also the smallest subring with unit contained in \( A \).

Some arguments become more transparent if we represent a given Boolean algebra as \( \text{Clop} \, X \), the Boolean algebra of all clopen (= closed and open) subsets of some compact and zero-dimensional topological space \( X \). In this case we use the set-theoretic notation \( \cap, \cup, \triangle, \emptyset \), and \( X \) instead of \( \wedge, \vee, +, 0 \), and 1.

1. THE CONSTRUCTION OF COMPLEMENTS

In the whole section \( A \) is a fixed Boolean algebra generated by a ramification set \( K \), which is also fixed. In particular, \( A \) may be an interval algebra and \( K \) its generating chain. Without loss we assume \( 0, 1 \notin K \). All our arguments rely more or less upon the following observation.

(1) If \( L \subseteq K \), then each non-zero element of \( \langle L \rangle \) can be written in the form \( l_{1} + l_{2} + \cdots + l_{n} \), where \( n \geq 1 \) and all \( l_{i} \) belong to \( L \cup \{ 1 \} \).

In other words, \( L \cup \{ 1 \} \) linearly spans \( \langle L \rangle \). To see this, recall that for arbitrary \( M \subseteq A \), the subalgebra \( \langle M \rangle \) consists of 0 and all finite sums of products of elements of \( M \cup \{ 1 \} \). As \( L \) is a (subset of a) ramification set, \( L \cup \{ 0, 1 \} \) is closed under products, which yields the the desired representations.

We now describe two monotone constructions of complements. The first of them is very simple and apparently new, which (hopefully) justifies its inclusion in the paper. The second construction is a careful version of the method used by Rubin and Todorčević. The extra care yields ‘better’ complements and finally leads to a proof of the implication \((a) \Rightarrow (b)\).

In both cases we need a well-ordering of \( K \), most conveniently given as a fixed enumeration by ordinals: \( (k_{\alpha})_{\alpha<\kappa} \). The first construction becomes more transparent if we put \( A = \text{Clop} \, X \) and use the following well-known fact.

(2) A subset \( G \) of \( A = \text{Clop} \, X \) generates \( A \) iff it separates the points of \( X \), i.e. if for all \( x \neq y \) in \( X \) there exists some \( g \in G \) such that \( x \in g \iff y \notin g \).

FIRST CONSTRUCTION. Fact (2) shows that for each pair \((x, y)\) of distinct points of \( X \), there is a least ordinal \( \alpha(x, y) < \kappa \) such that \( k_{\alpha(x, y)} \) separates \( x \) and \( y \). For a given subalgebra \( B \leq A \) we put

\[
G_{B} = \{ k_{\alpha(x, y)} : x, y \in X; B \text{ does not separate } x \text{ and } y \}
\]

and check that \( \langle G_{B} \rangle \) is a monotonically chosen complement of \( B \) with respect to \( A = \text{Clop} \, X \).

By construction, \( B \cup G_{B} \) separates the points of \( X \), so it generates \( A \). Monotonicity is also clear, for, the bigger the subalgebra \( B \), the more points it separates, the smaller \( G_{B} \) becomes. To see that \( B \cap \langle G_{B} \rangle = \{ 0, 1 \} \), we assume the contrary and consider some \( b \in B \cap \langle G_{B} \rangle \setminus \{ 0, 1 \} \). Passing to \( 1 + b \) if necessary, (1) yields a representation

\[
b = k_{\alpha(x_{1}, y_{1})} + \cdots + k_{\alpha(x_{n}, y_{n})},
\]

where \( n \geq 1 \) and, without loss, \( \alpha(x_{1}, y_{1}) > \alpha(x_{2}, y_{2}) > \cdots > \alpha(x_{n}, y_{n}) \). But this implies

\[
k_{\alpha(x_{1}, y_{1})} = b + k_{\alpha(x_{2}, y_{2})} + \cdots + k_{\alpha(x_{n}, y_{n})},
\]
which is impossible because \( k_{\alpha(x_1,y_1)} \) separates \( x_1 \) and \( y_1 \), while no term on the right-hand side does. Indeed, the other \( \alpha \) are too small and \( k_{\alpha(x_1,y_1)} \in G_B \) implies that \( b \) does not separate \( x_1 \) and \( y_1 \).

**SECOND CONSTRUCTION.** Let \( B \leq A \) be given. By induction on \( \alpha \leq \kappa \) we define subsets \( L^B_\alpha \) of \( K \). We start with \( L^B_0 = \emptyset \) and put \( L^B_\alpha = \bigcup_{\beta < \alpha} L^B_\beta \) for limit ordinals.

In the successor step we assume that \( L^B_\alpha \subseteq \{ k_{\beta} : \beta < \alpha \} \) has been defined. If there are finitely many \( k_{\beta_1}, \ldots, k_{\beta_n} \in L^B_\alpha \) such that \( k_{\alpha} + k_{\beta_1} + \cdots + k_{\beta_n} \in B \), in particular, if \( k_{\alpha} \in B \) (and \( n = 0 \)), then \( L^B_{\alpha + 1} = L^B_\alpha \). Otherwise \( L^B_{\alpha + 1} = L^B_\alpha \cup \{ k_{\alpha} \} \).

Notice that, by construction,

\[
(3) \quad k_{\alpha} \in L^B_\kappa \iff k_{\alpha} \in L^B_{\alpha + 1}.
\]

We are going to show that \( B^* = \langle L^B_\kappa \rangle \) is a monotonically chosen complement of \( B \).

To prove

\[
(4) \quad B^* \cap B = \{ 0,1 \},
\]

we assume the contrary and consider some \( b \in B^* \cap B \setminus \{ 0,1 \} \). Passing to \( 1 + b \) if necessary, (1) yields a representation \( b = k_{\beta_1} + \cdots + k_{\beta_n} \) with all \( k_{\beta_i} \in L^B_\alpha \). Let \( \beta_m \) be maximal among the \( \beta_i \). Then, by construction, \( k_{\beta_m} \notin L^B_{\beta_m + 1} \), hence, by (3), \( k_{\beta_m} \notin L^B_\kappa \), contradiction.

Next we need that \( \langle B^* \cup B \rangle = A \). We do a little better and show \( A = B^* + B = \{ b^* + b : b^* \in B^* \text{ and } b \in B \} \). By (1), it is clearly sufficient to express each \( k_{\alpha} \) in the form \( b^* + b \). This is trivial if \( k_{\alpha} \in L^B_\kappa \). But otherwise \( k_{\alpha} \notin L^B_{\alpha + 1} \) and there is some finite (possibly zero) sum \( f \in \langle L^B_\alpha \rangle \subseteq B^* \) such that \( k_{\alpha} + f \in B \).

So, \( k_{\alpha} = f + (k_{\alpha} + f) \) is the desired representation.

In fact, the subalgebras \( B^* \) have a still stronger property, namely

\[
(5) \quad B + (B^* \cap C) = C, \quad \text{for all } B \leq C \leq A.
\]

To prove this, let \( c \in C \) be given. We have just seen that \( c = b + b^* \) for suitable \( b \in B \) and \( b^* \in B^* \). Noticing that \( b^* = c + b \in C + B \subseteq C \), we see that \( b^* \) is actually in \( B^* \cap C \), which is all we need.

It remains to verify that

\[
(6) \quad B \leq C \leq A \implies L^C_\kappa \supseteq L^B_\kappa, \quad \text{hence } B^* \supseteq C^*.
\]

By (3), this boils down to showing that \( k_{\alpha} \notin L^B_{\alpha + 1} \) implies \( k_{\alpha} \notin L^C_{\alpha + 1} \). Assuming \( k_{\alpha} \notin L^B_{\alpha + 1} \) we get \( k_{\beta_1}, \ldots, k_{\beta_n} \in L^B_\alpha \) such that

\[
(7) \quad k_{\alpha} + k_{\beta_1} + \cdots + k_{\beta_n} = b \in B.
\]

Now we show that for each \( i = 1, \ldots, n \) there are \( c_i \) and \( k_{\gamma_i} \in L^C_\alpha \) such that

\[
(8) \quad k_{\beta_i} + k_{\gamma_i} + \cdots + k_{m_i} = c_i \in C.
\]

Indeed, either \( k_{\beta_i} \in L^C_\alpha \), then we have \( k_{\beta_i} + k_{\beta_i} = 0 \), or \( k_{\beta_i} \notin L^C_\alpha \) and then the \( k_{\gamma_i} \) are provided by the definition of \( L^C_{\beta_i + 1} \).

Adding equations (7) and (8, 1), \ldots, (8, n), the \( k_{\beta_i} \) cancel in pairs and we get

\[
k_{\alpha} + k_{\gamma_1} + \cdots + k_{\gamma_n} = b + c_1 + \cdots + c_n.
\]

As \( B \leq C \), the right-hand side is in \( C \) and this shows \( k_{\alpha} \notin L^C_{\alpha + 1} \), as desired for the proof of (6).

The second construction is finished. It enables us to prove implication \( (a) \Rightarrow (b) \) of Theorem 1. As chains are particular cases of ramification sets, it is a special case of the assertion that every subalgebra of a pseudo-tree algebra is monotonically subalgebra-complemented.
To prove the latter, let $C$ be a subalgebra of the pseudo-tree algebra $A$. Assertions (4), (5), and (6) show that $(B^* \cap C)$ is a monotonically chosen complement of $B \leq C$ with respect to $C$.

2. HOW MONOTONE RETRACTIVENESS YIELDS A RAMIFICATION SET

Here we prove the implication $(c) \Rightarrow (d)$ of Theorem 1. Again we represent the given monotonically retractive Boolean algebra $A$ in the form $\text{Clop} X$. For points $x_1, \ldots, x_n \in X$ we let $I(x_1, \ldots, x_n)$ denote the ideal $\{a \in A : x_1 \notin a, \ldots, x_n \notin a\}$ and $C(x_1, \ldots, x_n)$ its monotonically chosen retract.

Let $(x_\alpha, y_\alpha)_{\alpha < \kappa}$ be an enumeration of $X^2$ and let $z$ be any fixed point of $X$. By induction, we define elements $s_\alpha$ of $A$. If $x_\alpha = y_\alpha$ or if these points are separated by some $s_\beta$ with $\beta < \alpha$, then $s_\alpha = \emptyset$. Otherwise we let $s_\alpha$ be an element of $C(x_\alpha, y_\alpha)$ that separates $x_\alpha$ and $y_\alpha$ but does not contain $z$ (actually, there is only one such $s_\alpha$, but this is not important for the following). Such elements exist, for, $I(x_\alpha, y_\alpha) \cup C(x_\alpha, y_\alpha)$ generates $A$. So some element of this union, $a$ say, separates the two points. By definition, $a \notin I(x_\alpha, y_\alpha)$, so $a \in C(x_\alpha, y_\alpha)$. If the first choice happens to contain $z$, it can be replaced by $X \setminus a$.

By construction, the set $S = \{s_\alpha : s_\alpha \neq \emptyset\}$ separates the points of $X$, so it generates $A = \text{Clop} X$. In order to show that $S$ is a ramification set, we consider $s_\alpha, s_\beta \in S$ with $\beta < \alpha$. By symmetry, we can assume $x_\beta \in s_\beta$, $y_\beta \notin s_\beta$. As $s_\beta$ does not separate $x_\alpha$ and $y_\alpha$ (otherwise $s_\alpha = \emptyset \notin S$), there are four cases to be considered.

**Case 1.** $x_\alpha, y_\alpha \in s_\beta$; $y_\beta \notin s_\alpha$. Then $s_\alpha \setminus s_\beta$ does not contain any of $x_\alpha, y_\alpha, x_\beta, y_\beta$. So, it belongs to $I(x_\alpha, y_\alpha, x_\beta, y_\beta)$. At the same time, $s_\alpha \setminus s_\beta$ is a Boolean combination of

$$s_\alpha, s_\beta \in C(x_\alpha, y_\alpha) \cup C(x_\beta, y_\beta) \subseteq C(x_\alpha, y_\alpha, x_\beta, y_\beta),$$

where the last inclusion comes from the assumption that the retracts are chosen in a monotone way. It follows that

$$s_\alpha \setminus s_\beta \in I(x_\alpha, y_\alpha, x_\beta, y_\beta) \cap C(x_\alpha, y_\alpha, x_\beta, y_\beta) = \emptyset,$$

i.e. $s_\alpha \subseteq s_\beta$.

**Case 2.** $x_\alpha, y_\alpha \in s_\beta$; $y_\beta \in s_\alpha$. The same argument as in case 1 yields $(X \setminus s_\alpha) \cap (X \setminus s_\beta) = \emptyset$, i.e. $s_\beta \cup s_\alpha = X$. But this is impossible, because of $z$ not belonging to any element in $S$. Case 2 cannot occur.

**Case 3** (resp. 4). $x_\alpha, y_\alpha \notin s_\beta$; $x_\beta \notin s_\alpha$ (resp. $x_\beta \in s_\alpha$). In the same way as in case 1 we get $s_\alpha \cap s_\beta = \emptyset$ (resp. $s_\beta \subseteq s_\alpha$).

The desired implication and, thereby, Theorem 1 are completely proved now. Notice that the above proof used only retracts with respect to very simple ideals – intersections of at most four prime ideals. An easy exercise shows that with respect to finite intersections of prime ideals every Boolean algebra always has a retract. So it is indeed the monotonicity that counts.

3. A DIRECT PROOF OF $(a) \Rightarrow (d)$

Here we present an alternative construction showing that subalgebras of pseudo-tree algebras are themselves pseudo-tree algebras, i.e. generated by ramification sets.
Let $A$ be a given pseudo-tree algebra generated by the ramification set $K$. This time it is more convenient to assume $0 \not\in K$ and $1 \in K$. Assertion (1) remains in force. For $L = K$ it says that $K = K \cup \{1\}$ spans $A$ as a vector space. We can even assume that $K$ is a base in the linear algebraic sense. For, otherwise, we replace it by a subset $K'$ which still contains 1 and is a base. Notice the important point that $K' \subseteq K$ is automatically a ramification set. So, for the rest of this section we assume that

$$
\text{(9) for each non-zero } a \in A \text{ there is a unique non-empty finite subset } \{k_1, \ldots, k_n\}
$$

of $K$ such that $a = k_1 + \cdots + k_n$.

We call the elements $k_i$ the terms of $a$ and denote the set $\{k_1, \ldots, k_n\}$ by $\tau(a)$. If $M$ is a subset of $K$, we let $\tau_M(a)$ abbreviate $\tau(a) \cap M$. It is reasonable to define $\tau(0) = \tau_M(0) = \emptyset$. Then, for each $M \subseteq K$,

$$
\text{(10) } \tau_M \text{ is a group homomorphism of } (A; +) \text{ into } (P(M); \triangle), \text{ the power-set of } M
$$

under symmetric difference.

In other words, $\tau_M(a + b) = (\tau_M(a) \cup \tau_M(b)) \setminus (\tau_M(a) \cap \tau_M(b))$, which is seen by adding the representations of $a$ and $b$ and cancelling the terms that occur twice.

To get the representation of $a \cdot b$ one multiplies the representations of $a$ and $b$ according to the distributive law. Afterwards repeated terms must be cancelled in pairs and possibly some zeros dropped. As $K$ is a ramification set, i.e. $k \cdot k' \in \{0, k, k'\}$, no new terms can arise in that procedure. It follows that

$$
\text{(11) } \tau_M(a \cdot b) \subseteq \tau_M(a) \cup \tau_M(b).
$$

After these preparations we embark on the proof proper. Let $B$ be a subalgebra of $A$. We want to find a ramification set generating it.

By Zorn’s Lemma (use that $\tau(b)$ is finite for all $b$), we can fix a subset $M \subseteq K$ which is minimal with respect to the property that

$$
\text{(12) } \tau_M(b) \neq \emptyset, \text{ for all non-zero } b \in B.
$$

Combined with (10) this yields the injectivity of $\tau_M$, i.e.

$$
\text{(13) } \tau_M(b) = \tau_M(b') \text{ implies } b = b', \text{ for all } b, b' \in B.
$$

Next we claim that

$$
\text{(14) for each } m \in M \text{ there is a unique } r_m \in B \text{ such that } \tau_M(r_m) = \{m\}.
$$

Indeed, by minimality, $M \setminus \{m\}$ does not satisfy (12). So some non-zero $b \in B$ has no term in $M \setminus \{m\}$. By (12), this $b$ has a term in $M$, i.e. $\tau_M(b) = \{m\}$. Uniqueness follows from (13).

We put $R = \{r_m : m \in M\}$. To see that $R$ generates $B$, consider any non-zero $b \in B$. Then $\tau_M(b) = \{m_1, \ldots, m_n\}$ is a non-empty, by (12), finite subset of $M$. From (10) we also get, $\tau_M(r_{m_1} + \cdots + r_{m_n}) = \{m_1, \ldots, m_n\}$, which yields $b = r_{m_1} + \cdots + r_{m_n}$, by (13).

To see that $R$ is a ramification set, consider $m, n \in M$. By (11), $\tau_M(r_m \cdot r_n)$ is one of $\{m\}, \{n\}, \emptyset$, or $\{m, n\}$. In the first three cases (13) yields $r_m \cdot r_n \in \{r_m, r_n, 0\}$, as desired. The fourth case cannot occur, for, by (13), it would yield $r_m \cdot r_n = r_m + r_n$, i.e. $0 = r_m + r_n + r_m \cdot r_n = r_m \lor r_n$, hence $r_m = r_n = 0$, a contradiction.

4. Topological consequences

Here we translate Theorem 1 into the language of topology and add some more equivalent conditions.
Theorem 2. The following conditions are equivalent for each compact and zero-dimensional space $X$.

(a) $X$ is a continuous image of a compact ordered space.
(b) Retractions $f_F : X \to F$ can be chosen onto all non-empty closed subsets $F$ of $X$ in such a way that $F \subseteq G$ implies $f_F = f_F \circ f_G$.
(c) There is a ramification subset $R \subseteq \text{Clop} X$ that separates the points of $X$.
(d) There is a continuous multiplication $\cdot$ on $X$ making it a topological semilattice, i.e., associative, commutative, and idempotent, such that $x \cdot y \cdot z \in \{x \cdot y, x \cdot z\}$ for all $x, y, z \in X$.
(e) $X$ has a cross-free closed subbase.

Recall that a retraction of a topological space $X$ onto its subset $F$ is a continuous mapping $f : X \to F$, which leaves $F$ pointwise fixed. It is well-known (cf. [14] or [13]) that a Boolean algebra is retractive iff its Stone space admits a retraction onto each non-empty closed subset.

A closed subbase is a collection $S$ of closed sets such that each closed set is an intersection of finite unions of sets in $S$. Possibly another expression needs explanation. A family $S$ of subsets of some set $X$ is called cross-free in (some) topological contexts (cf. [7]) if $S \subseteq T$ or $T \subseteq S$ or $S \cap T = \emptyset$ or $S \cup T = X$ for all $S, T \in S$.

We begin the proof of Theorem 2 with the assurance that an (advanced) exercise in Stone duality shows that \cite{advanced_exercise}.

To prove \ref{d} $\Rightarrow \ref{e}$, we let $R \subseteq \text{Clop} X$ be a ramification set separating the points of $X$. As it was explained at the beginning of the previous section, we can additionally assume $\emptyset, X \in R$ and $r_1 \Delta \ldots \Delta r_n \neq \emptyset$ for pairwise distinct non-zero $r_i \in R$. Then
\begin{equation}
\tag{15}
\text{for } t_1, \ldots, t_n, s_1, \ldots, s_m \in R \text{ the inclusion } t_1 \cap \ldots \cap t_n \subseteq s_1 \cup \ldots \cup s_m \text{ is possible only if either } t_i \cap t_j = \emptyset \text{ or } t_i \subseteq s_j \text{ for some } i, j.
\end{equation}

To see this, assume that $t_i \cap t_j \neq \emptyset$ for all $i, j$. Then, belonging to $R$, the $t_i$ are pairwise comparable and their intersection reduces to one term, $t_1$ say. Among the elements $s_1, \ldots, s_m$ we first drop those that do not intersect $t_1$ and then those that are not maximal. The remaining elements, $s_1, \ldots, s_k$ say, still cover $t_1$ and are pairwise disjoint. Therefore, $s_1 \cup \ldots \cup s_k = s_1 \Delta \ldots \Delta s_k$.

Assuming $t_1 \not\subseteq s_j$ for all $j$, we get $t_1 \supseteq s_j$ for all $j$. Consequently, $t_1 \supseteq s_1 \cup \ldots \cup s_k = s_1 \Delta \ldots \Delta s_k \supseteq t_1$, contradicting the additional assumption.

Next we claim that $X$ is homeomorphic to the subspace $Y$ of the Cantor cube $\{0, 1\}^R$ consisting of all multiplicative mappings, i.e. those $y : R \to \{0, 1\}$ that satisfy
\begin{equation}
\tag{16}
y(0) = 0, \ y(X) = 1, \text{ and } y(s \cap t) = y(s) \cdot y(t).
\end{equation}

This is proved by setting $F(x)(r) = \begin{cases} 1, & x \in r \\ 0, & x \not\in r \end{cases}$ and checking that $F : X \to Y \subseteq \{0, 1\}^R$ is a homeomorphism. Assertion \ref{15} is needed to get surjectivity.

Now, $Y$ is closed under pointwise multiplication in $\{0, 1\}^R$, which is a semilattice.

It remains to verify that for all $x, y, z \in Y$ either $x \cdot y \cdot z = x \cdot y$ or $x \cdot y \cdot z = x \cdot z$.

If that were not true, we could find $s$ and $t$ in $R$ such that
\begin{align*}
x(s) &= 1, \quad y(s) = 1, \quad z(s) = 0, \quad \text{and} \quad x(t) = 1, \quad y(t) = 0, \quad z(t) = 1.
\end{align*}
But then, by (16), neither \( s \cap t = \emptyset \) (because of \( x \)) nor \( s \subseteq t \) (because of \( y \)) nor \( t \subseteq s \) (because of \( z \)). This contradicts the ramification property of \( R \).

Next we prove (e) \( \Rightarrow \) (d). Let \((X,\cdot)\) be a topological semilattice such that \( x \cdot y \cdot z \in \{x \cdot y, x \cdot z\} \) for all \( x, y, z \in X \). Consider the collection \( R \subseteq \text{Clop} X \) consisting of all

\[
r(\varphi, h) = \{x \in X : \varphi(x) \ast h = h\},
\]

where \( \varphi : X \to H \) is a continuous homomorphism into some finite semilattice \((H, \ast)\) and \( h \in H \). To see that \( R \) separates the points of \( X \), we consider \( x \neq y \). Numakura’s Theorem from [11] says that every compact and zero-dimensional semigroup is profinite. It follows that \( x \) and \( y \) can be separated by a continuous homomorphism \( \varphi : X \to H \) onto a finite semilattice. Without loss, \( \varphi(x) \ast \varphi(y) \neq \varphi(x) \), hence \( x \in r(\varphi, \varphi(x)) \neq y \).

To see that \( R \) is a ramification set, we consider homomorphisms \( \varphi : X \to H \) and \( \psi : X \to K \) and elements \( h \in H \) and \( k \in K \). Aiming at a contradiction we assume

\[
r(\varphi, h) \nsubseteq r(\psi, k) \quad \text{and} \quad r(\psi, k) \nsubseteq r(\varphi, h) \quad \text{and} \quad r(\psi, k) \cap r(\varphi, h) \neq \emptyset.
\]

This yields points \( x, y, z \in X \) such that \( \varphi(y) \ast h = h \), \( \psi(y) \ast k \neq k \) and \( \psi(z) \ast k = k \), \( \varphi(z) \ast h \neq h \) and \( \varphi(x) \ast h = h \), \( \psi(x) \ast k = k \).

Then, using that \( H \) is a semilattice,

\[
\varphi(x \cdot y \cdot z) \ast h = \varphi(x) \ast \varphi(y) \ast \varphi(z) \ast h^3 = (\varphi(x) \ast h) \ast (\varphi(y) \ast h) \ast (\varphi(z) \ast h) = h \ast h \ast \varphi(z) \ast h \neq h
\]

and, analogously, \( \psi(x \cdot y \cdot z) \ast k \neq k \), \( \varphi(x \cdot y) \ast h = h \), and \( \psi(x \cdot z) \ast k = k \). Together these values contradict \( x \cdot y \cdot z \in \{x \cdot y, x \cdot z\} \), which ends the proof of (e) \( \Rightarrow \) (d).

The implication (d) \( \Rightarrow \) (f) is proved by putting \( S = R \cup \{X \setminus r : r \in R\} \). The proof of (f) \( \Rightarrow \) (d) is more interesting. Let \( S \) be a cross-free closed subbase of the topology of \( X \). The principal difficulty lies in showing that

\[
(17) \quad S \cap \text{Clop} X \text{ separates the points of } X.
\]

To do so, we let \( x \neq y \) be given and choose \( a \in \text{Clop} X \) such that \( x \in a \neq y \). As \( a \) is closed, it can be represented as an intersection of finite unions \( (s^1_i \cup \ldots \cup s^i_{m_i}) \) of elements of \( S \). As \( a \) is also open, a finite intersection

\[
a = \bigcap_{i=1}^n (s^1_i \cup \ldots \cup s^i_{m_i})
\]

is sufficient (by compactness). We can further assume that \( s^i_p \cap s^i_q = \emptyset \) for all \( i \) and \( 1 \leq p < q \leq m_i \). Indeed, if one of \( s^i_p \) or \( s^i_q \) is contained in the other, it may be dropped from \( s^1_i \cup \ldots \cup s^i_{m_i} \). If \( s^1_i \cup s^i_q = X \), then the whole union equals \( X \) and may be dropped from the intersection \( a \neq X \). As \( S \) is cross-free, the purged representation of \( a \) satisfies the additional assumption.

Using the distributivity of the set-theoretic operations we rewrite

\[
a = \bigcup_{f \in f(i)} s^i_{f(i)},
\]

where \( f \) runs over all mappings \( \{1, \ldots, n\} \to \{1, \ldots, \max m_i\} \) such that \( f(i) \leq m_i \) for all \( i \).
The sets $\bigcap_{i=1}^{n} s_f^{i}$ are, obviously, closed. They are also pairwise disjoint, for $f \neq g$ means $f(j) \neq g(j)$ for some $j$, hence

$$\bigcap_{i=1}^{n} s_f^{i} \cap \bigcap_{i=1}^{n} s_g^{i} = \emptyset.$$  

As their union $a$ is open, all $\bigcap_{i=1}^{n} s_f^{i}$ are clopen and one of them contains $x$ but not $y$. To simplify notation, we now consider a clopen intersection $b = s_1 \cap \cdots \cap s_n$ of (without loss) pairwise incomparable elements of $S$, such that $x \in b \neq y$. There is no loss in further assuming that $x \in s_1 \neq y$. Our aim is to show that $s_1$ is actually clopen. For $j = 2, \ldots, n$ we must have $s_1 \cup s_j = X$, for $x \in s_1 \cap s_j \neq \emptyset$ and comparability is excluded by assumption. It follows that $X = s_1 \cup (s_2 \cap \cdots \cap s_n)$, hence, denoting $(s_2 \cap \cdots \cap s_n)$ by $c$,

$$X = s_1 \cup c = s_1 \setminus (s_1 \cap c) \cup [s_1 \cap c] \cup [c \setminus (s_1 \cap c)].$$

Given that $s_1 \cap c = b$ is clopen, this is a decomposition of $X$ into three disjoint closed sets. It follows that they are all clopen and so is

$$s_1 = s_1 \setminus (s_1 \cap c) \cup [s_1 \cap c],$$

as was to be shown. Now, that (17) is proved, an easy verification shows that

$$R = \{s : z \notin s \in S \cap \text{Clop}X \} \cup \{X \setminus s : z \in s \in S \cap \text{Clop}X \}$$

is the desired ramification set separating the points of $X$. Here (as in section 2) $z$ is any point of $X$ chosen in advance.

We finish by mentioning to the initiated reader that in [7, Theorem 6.6] J. van Mill and E. Wattel prove condition (f) of Theorem 2 for arbitrary compact spaces equivalent to

(g) $X$ can be embedded into a dendron.

This explains the occurrence of dendrons in Purisch’s proof of (a) $\iff$ (d) mentioned in the introduction.
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