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Abstract. The monotone iterative technique is applied to a class of nonlinear first order integro-differential equations in Banach spaces. First a linear system with a “small” nonlinear perturbation is solved using Banach’s Contraction Principle and the technique of Green’s function. Then based upon a comparison result, the existence of minimal and maximal solutions is proved.

1. Introduction

We are concerned with the periodic boundary value problem (PBVP) for the following first order integro-differential equation:

\[
\begin{aligned}
    u'(t) &= f(t, u(t), Ku(t)), & t \in I := [0, T], \\
    u(0) &= u(T)
\end{aligned}
\]  

(1.1)

in a partially ordered Banach space \(X\), where \(T\) is a positive number, \(f : I \times X \times X \to X\) is a continuous function, and \(K : C[I; X] \to C[I; X]\) is the bounded linear integral operator determined by a kernel \(k \in C(J)\) with \(J = I \times I\); that is,

\[
[Kx](t) = \int_0^T k(t, s)x(s)ds, \quad x \in C[I; X].
\]  

(1.2)

Integro-differential equations find many applications in various mathematical problems; see Corduneanu’s book [1] and references therein for details. In this paper we shall apply the monotone iterative technique (cf. [4]) to the PBVP (1.1) to prove the existence of its extremal solutions on the interval \(I\). In the next section we prove the existence of a unique solution of a linear system with a “small” nonlinear perturbation using the techniques of Green’s function and Banach’s Contraction Principle. After a comparison result is established in Section 3, we are able in the final section to prove the existence of minimal and maximal solutions of the PBVP.
The reader is referred to [3] for a class of integro-differential equations of Volterra type in the one-dimensional case.

2. A linear system with nonlinear perturbation

Consider the system

\[
\begin{aligned}
\dot{u}(t) + Mu(t) &= g(t, u(t), [Ku](t)), \\
u(0) &= u(T) + \lambda,
\end{aligned}
\]

where \(M \in \mathbb{R} \setminus \{0\}, g \in C[I \times X \times X], \lambda \in X,\) and \(K\) is the operator defined by (1.2). Denote by \(\|K\|\) the norm of \(K\) and by \(\|k\|_\infty\) the norm of the kernel \(k\) (i.e., \(\|k\|_\infty = \max\{|k(t,s)| : t, s \in I\}\)). Then it is immediate that

\[\|K\| \leq T\|k\|_\infty.\]

Write

\[
G(t, s) = \frac{1}{1 - e^{-MT}} \begin{cases} 
  e^{-M(t-s)} & \text{if } 0 \leq s \leq t \leq T, \\
  e^{-M(T+t-s)} & \text{if } 0 \leq t \leq s \leq T.
\end{cases}
\]

Note that \(G(t, s)\) is the Green function for the linear periodic boundary value problem:

\[
\dot{u}(t) + Mu(t) = \sigma(t), \quad u(0) = u(T),
\]

where \(\sigma \in C[I; X]\). Now it is not hard to see that \(u \in C[I; X]\) is a solution of (2.1) if and only if

\[
u(t) = \int_0^T G(t, s)g(s, u(s), [Ku](s))ds + h_\lambda(t),
\]

where

\[h_\lambda(t) = \frac{\lambda e^{-Mt}}{1 - e^{-MT}}.\]

Let \(S\) be the operator defined by the right-hand side of (2.2). It is easily seen that \(S\) maps continuously \(C[I; X]\) into \(C[I; X]\), and \(u \in C[I; X]\) is a solution of (2.1) if and only if \(u\) is a fixed point of \(S\). Hence we can use fixed point theory to solve Eq. (2.1). We suppose that \(g\) satisfies a Lipschitz condition:

\[
\|g(t, x, y) - g(t, u, v)\| \leq L_1\|x - u\| + L_2\|y - v\|, \quad t \in I, \ x, y, u, v \in X.
\]

Theorem 1. Assume (2.3) and

\[
\|k\|_\infty < \frac{|M| - L_1}{TL_2}.
\]

Then Eq. (2.1) has a unique solution in \(C[I; X]\).

Proof. We shall show that under (2.3) and (2.4), the operator \(S : C[I; X] \rightarrow C[I; X]\) is a contraction; hence Banach’s Contraction Principle yields a unique fixed point.
of $S$, which is then the unique solution of (2.1). We have for all $u, v \in C[I; X]$,
\[
\|S(u)(t) - S(v)(t)\| \leq \int_0^T |G(t, s)| \cdot \|g(s, u(s), Ku(s)) - g(s, v(s), Kv(s))\| ds
\]
\[
\leq \int_0^T |G(t, s)| (L_1 \|u(s) - v(s)\| + L_2 \|Ku(s) - Kv(s)\|) ds
\]
\[
\leq (L_1 + L_2 \|K\|) \int_0^T |G(t, s)| \cdot \|u(s) - v(s)\| ds
\]
\[
\leq \frac{L_1 + L_2 \|K\|}{|M|} \|u - v\|_{\infty} \quad \text{(as } \int_0^T |G(t, s)| ds = \frac{1}{|M|} \text{ for } t \in I)\]
\[
\leq \frac{L_1 + TL_2 \|k\|_{\infty}}{|M|} \|u - v\|_{\infty},
\]
which shows that $S : C[I; X] \to C[I; X]$ is a contraction as $(L_1 + TL_2 \|k\|_{\infty})/|M| < 1$. This completes the proof. 

An immediate consequence of Theorem 1 is the following result which is due to Liz and Nieto [6] for the case $X = \mathbb{R}$, the real line.

**Corollary 1.** For any $\sigma \in C[I; X]$, $\lambda \in X$, $M \in \mathbb{R} \setminus \{0\}$, and $N \in \mathbb{R}$, the linear system
\[
(2.5) \begin{cases}
u'(t) + Mu(t) = -N[Ku](t) + \sigma(t), & t \in I, \\
u(0) = u(T) + \lambda
\end{cases}
\]
has a unique solution $u \in C[I; X]$ provided $\|k\|_{\infty} < \frac{|M|}{|N|T}$. 

3. **A Comparison Result**

In order to implement the monotone iterative technique to the PBVP (1.1), we need to establish a comparison result for the linear system (2.5). First we recall some preliminaries about ordered Banach spaces. Let $X$ be a Banach space. By a cone in $X$ we mean a nonempty closed convex subset $V$ of $X$ with the properties:

(i) $\lambda V \subseteq V$ for all $\lambda \geq 0$, and
(ii) $V \cap (-V) = \{0\}$.

If $V$ is a cone in $X$, it then induces a partial ordering “$\leq$” on $X$ by
\[
x \leq y \ (x, y \in X) \iff y - x \in V.
\]
Recall that a cone $V$ in $X$ is said to be normal if there exists some constant $\nu > 0$ such that
\[
0 \leq x \leq y \implies \|x\| \leq \nu \|y\|.
\]
We now establish the following comparison result, which will play a crucial role when we apply in the next section the monotone iterative technique to the PBVP (1.1). To do so, we assume that $X$ is a partially ordered Banach space whose ordering “$\leq$” is given by a cone $V$. We set
\[
C^+[I; X] = \{ u \in C[I; X] : u(t) \geq 0, \ t \in I \}.
\]
Let $X^*$ be the dual space of $X$. We note that $u \in C^+[I; X]$ if $x^* u(t) \geq 0$ for every $t \in I$ and every $x^* \in X^*$ such that $x^*(x) \geq 0$ for all $x \in V$. Note also that condition (2.4) implies that we require $L_1 < |M|$. Indeed, if $L_1 \geq |M|$, then (2.1)
is not uniquely solvable in general; for example, take \( g(t, u, v) = \sigma(t) + Mu \) with \( \sigma \in C[I; X] \), \( \lambda = 0 \), so that (2.1) reads
\[
u'(t) = \sigma(t), \quad t \in I; \quad u(0) = u(T).
\]
This problem possesses at least one solution (and hence infinitely many solutions) if and only if
\[
\int_0^T \sigma(s) ds = 0.
\]

**Theorem 2.** Assume \( M, N \in \mathbb{R} \) with \( M > 0 \), \( \sigma \in C^+[I; X] \) and \( \lambda \in V \). Assume also
\[
\|k\|_{\infty} \leq \frac{M^2}{|N|(e^{MT} + MT - 1)} =: c.
\]
Then the linear system (2.5) has a unique solution \( u \in C^+[I; X] \).

**Proof.** Since \( c < M/|N|T \), Eq. (2.5) has a unique solution \( u \in C[I; X] \) by Theorem 1. So it remains to show the positivity of \( u \). To this end, we first assume \( X = \mathbb{R} \), the real line. Since the operator \( S \) is a contraction on \( C[I; X] \), the sequence \( \{S_n w\} \) of the Picard iterates converges strongly to the solution \( u \), where
\[
w(t) = \int_0^T G(t, s) \sigma(s) ds + h_\lambda(t).
\]
After manipulations of the iterates \( S_n w \) for \( n \geq 1 \), we find that the solution \( u \) can be expressed in the form (cf. [6] for more details in the one-dimensional case):
\[
u(t) = \int_0^T H(t, s) \sigma(s) ds + \int_0^T Q(t, s) h_\lambda(s) ds + h_\lambda(t),
\]
where
\[
H(t, s) = \int_0^T Q(t, r) G(r, s) dr + G(t, s),
\]
\[
Q(t, s) = \sum_{n=1}^{\infty} R^{(n)}(t, s),
\]
with \( R^{(1)}(t, s) = R(t, s) \) and
\[
R^{(n)}(t, s) = \int_0^T R^{(n-1)}(t, r) R(r, s) dr, \quad n \geq 2,
\]
being the iterated kernels of
\[
R(t, s) := -N \int_0^T G(t, r) k(r, s) dr.
\]
We have the estimates:
\[
\|R\|_{\infty} \leq \frac{|N|\|k\|_{\infty}}{M} \leq \frac{|N|c}{M} =: d < \frac{1}{T},
\]
\[
\|R^{(n)}\|_{\infty} \leq (dT)^{n-1} d, \quad n = 1, 2, \ldots,
\]
\[
\|Q\|_{\infty} \leq \sum_{n=1}^{\infty} \|R^{(n)}\| \leq \frac{d}{1 - dT} \leq \frac{|N|c}{M - |N|cT}.
\]
It follows that
\[
H(t, s) \geq -\|Q\|_\infty \int_0^T G(t, s)ds + \min_{(t, s) \in \mathcal{I}} G(t, s)
= -\|Q\|_\infty \frac{1}{M} \geq 0,
\]
\[
\int_0^T Q(t, s)h_\lambda(s)ds + h_\lambda(t) \geq -\|Q\|_\infty \int_0^T h_\lambda(s)ds + \min_{t \in \mathcal{I}} h_\lambda(t)
= \lambda \frac{\|Q\|_\infty}{M} + \frac{\lambda e^{-MT}}{1 - e^{-MT}} \geq 0.
\]
Now from expression (3.2) we conclude that \(u(t) \geq 0\) for all \(t \in \mathcal{I}\). The general case where \(X\) is a Banach space can be reduced to the above special case. Indeed, let \(x^* \in X^*\) be such that \(x^*(x) \geq 0\) for all \(x \in V\) and let \(u^*(t) = x^*u(t)\). Thus \(u^*\) is the solution of the system
\[
\begin{cases}
u'(t) + Mu(t) = -N[Ku](t) + \sigma^*(t), & t \in \mathcal{I}, \\
u(0) = u(T) + \lambda^*
\end{cases}
\]
in \(\mathbb{R}\), where \(\sigma^* := x^*\sigma \in C^+(\mathcal{I})\) and \(\lambda^* := x^*(\lambda) \geq 0\). From the above-proved case it follows that \(x^*u(t) \geq 0\) for all \(t \in \mathcal{I}\). This finishes the proof. \(\square\)

4. THE MONOTONE ITERATIVE TECHNIQUE

In this section we shall use the monotone iterative technique to prove the existence of minimal and maximal solutions of the PBVP (1.1). Assume that \(X\) is an ordered Banach space whose partial ordering “\(\leq\)" is defined by a normal cone \(V\). We shall say that a function \(u \in C[I; X]\) is a lower solution of the PBVP (1.1) if
\[
u'(t) \leq f(t, u(t), Ku(t)), \quad t \in \mathcal{I},
\]
and
\[
u(0) \leq u(T).
\]
An upper solution \(v \in C[I; X]\) for the PBVP (1.1) is similarly defined by reversing the inequalities above. If \(u, v \in C[I; X]\) are such that \(u(t) \leq v(t), \ t \in \mathcal{I}\), then the interval \([u, v]\) denotes the set
\[
\{w \in C[I; X] : u(t) \leq w(t) \leq v(t), \ t \in \mathcal{I}\}.
\]
We need certain hypotheses on the lower and upper solutions of the PBVP (1.1), the function \(f\), and the kernel \(k\).

(H1) \(u_0, v_0\) are lower and upper solutions of the PBVP (1.1), respectively, such that \(u_0(t) \leq v_0(t)\) for all \(t \in \mathcal{I}\).

(H2) Let \(f \in C[I \times X \times X; X]\) satisfy a one-sided Lipschitz condition:
\[
f(t, x, y) - f(t, u, v) \geq -M(x - u) - N(y - v)
\]
whenever \(t \in \mathcal{I}\), \(u_0(t) \leq u \leq x \leq v_0(t)\), and \([Ku_0](t) \leq v \leq y \leq [Kv_0](t)\), where \(M, N \in \mathbb{R}\) are positive numbers.
(H3) Whenever $A$ is a nonempty bounded set in $C[I; X]$, 
\[
\alpha(f(t, A(t)), KA(t)) \leq La(A(t)), \quad t \in I,
\]
for some constant $L \geq 0$ which is independent of $A$, where $A(t) = \{x(t) : x \in A\}$, $KA(t) = \{Kx(t) : x \in A\}$, and $\alpha$ is Kuratowski's measure of noncompactness in $X$ defined as follows (cf. [2] for details): 
\[
\alpha(B) = \inf\{\varepsilon > 0 : B \text{ admits a finite cover by sets of diameter less than } \varepsilon\},
\]
where $B$ is a nonempty bounded set of $X$.

(H4) $k \in C^+(J)$ is such that $\|k\|_\infty \leq c$, with $c$ being given by (3.1).

We now state and prove the main result of the paper.

**Theorem 3.** Assume (H1)–(H4). Then there exist two sequences $\{u_n\}_{n=1}^\infty$ and $\{v_n\}_{n=1}^\infty$ in $C[I; X]$ satisfying 
\[
u_0 \leq u_1 \leq \cdots \leq u_n \cdots \leq v_n \cdots \leq v_1 \leq v_0
\]
such that $\{u_n\}$, $\{v_n\}$ uniformly converge on $[0, T]$ to the minimal solution $\rho$ and the maximal solution $r$, respectively, of the PBVP (1.1) in the interval $[u_0, v_0]$.

**Proof.** For each $\eta \in [u_0, v_0]$, consider the linear PBVP 
\[
\begin{aligned}
&u'(t) + Mu(t) = -NKu(t) + \sigma_\eta(t), \\
&u(0) = u(T),
\end{aligned}
\]

where 
\[
\sigma_\eta(t) = M\eta(t) + N[K\eta](t) + f(t, \eta(t), [K\eta](t)).
\]

Let $A\eta$ be the unique solution of Eq. (3.1) which is guaranteed by Corollary 1 as $\|k\|_\infty \leq c < M/NT$. Then $A$ defines a map from $[u_0, v_0]$ into $C[I; X]$. We now show that 

(i) $Au_0 \geq u_0$ and $Av_0 \leq v_0$, and 
(ii) $\forall \eta_1, \eta_2 \in [u_0, v_0], \eta_1 \leq \eta_2 \implies A\eta_1 \leq A\eta_2$.

Before proving (i) and (ii), we remark that (i) and (ii) imply the invariance of the interval $[u_0, v_0]$ under the map $A$.

To prove (i) we write $u = Au_0$ and $v = u - u_0$. Then $u$ satisfies Eq. (4.1) with $\eta = u_0$. First we observe that 
\[
v(0) = u(0) - u_0(0) = u(T) - u_0(0) \geq u(T) - u_0(T) = v(T);
\]
thus $v(0) = v(T) + \lambda$ with $\lambda \in V^+$. From Eq. (4.1) (with $\eta = u_0$) it follows that
\[
v'(t) + Mv(t) + NKv(t) = u'(t) + Mu(t) + NKu(t) \\
- [u'_0(t) + Mu_0(t) + NKu_0(t)] \\
= \sigma_{u_0}(t) - |u'_0(t) + Mu_0(t) + NKu_0(t)| \\
\geq \sigma_{u_0}(t) - \sigma_{u_0}(t) = 0,
\]
for some constant $L \geq 0$ which is independent of $A$, where $A(t) = \{x(t) : x \in A\}$, $KA(t) = \{Kx(t) : x \in A\}$, and $\alpha$ is Kuratowski's measure of noncompactness in $X$ defined as follows (cf. [2] for details): 
\[
\alpha(B) = \inf\{\varepsilon > 0 : B \text{ admits a finite cover by sets of diameter less than } \varepsilon\},
\]
where $B$ is a nonempty bounded set of $X$.

We now state and prove the main result of the paper.

**Theorem 3.** Assume (H1)–(H4). Then there exist two sequences $\{u_n\}_{n=1}^\infty$ and $\{v_n\}_{n=1}^\infty$ in $C[I; X]$ satisfying 
\[
u_0 \leq u_1 \leq \cdots \leq u_n \cdots \leq v_n \cdots \leq v_1 \leq v_0
\]
such that $\{u_n\}$, $\{v_n\}$ uniformly converge on $[0, T]$ to the minimal solution $\rho$ and the maximal solution $r$, respectively, of the PBVP (1.1) in the interval $[u_0, v_0]$.
as $u_0$ is a lower solution of the PBVP (1.1). It then follows from Theorem 2 that $u \geq u_0$. That $Av_0 \leq v_0$ is proved similarly. We now turn to (ii). To this end we set $u_i = A\eta_i$ ($i = 1, 2$) and $v = u_2 - u_1$. It is easy to see that $v(0) = v(T)$. Moreover, from (4.1), (4.2) and (H2) it follows that

\[ (4.5) \]

\[ u \text{ is a lower solution of the PBVP (1.1). It then follows from Theorem 2 that } u \geq u_0. \]

Again by Theorem 2, $v(t) \geq 0$ for all $t \in I$. This proves (ii).

Now we recursively define the sequences $\{u_n\}$ and $\{v_n\}$ in $[u_0, v_0]$ by

\[ (4.3) \]

\[ u_n = Av_{n-1}, \quad v_n = Au_{n-1}, \quad n \geq 1. \]

By (i) and (ii) above, we see that $\{u_n\}$ is increasing while $\{v_n\}$ is decreasing, and $u_n \leq v_n$ for each $n \geq 1$. We claim that $\{u_n\}$ and $\{v_n\}$ uniformly converge on $I$. Toward this, we write

\[ B(t) = \{u_n(t)\}, \quad B'(t) = \{u'_n(t)\}, \quad m(t) = \alpha(B(t)), \quad t \in I. \]

First we show that $\{u_n\}$ is equicontinuous on $I$. By the definition of $u_n$, it is not hard to see that $u_n$ can be written as

\[ (4.4) \]

\[ u_n(t) = e^{-Mt} \left\{ y_n + \int_0^t \sigma_n(\tau)e^{M\tau}d\tau \right\}, \]

where

\[ (4.5) \]

\[ \sigma_n(t) = -N[Ku_0](t) + Mu_{n-1}(t) + N[Ku_{n-1}](t) + f(t, u_{n-1}(t), [Ku_{n-1}])(t). \]

From (4.4) it follows that the boundedness of $\{u_n\}$ in $C[I; X]$ implies the equicontinuity of $\{u_n\}$. Since $\{u_n\} \subset [u_0, v_0]$ and the cone $V$ is normal, $\{u_n\}$ is indeed bounded in $C[I; X]$. Let $w_n(t) = f(t, u_n(t), Ku_n(t))$. As $f(t, x, y) + Mx + Ny$ is increasing with respect to both $x$ and $y$, we have

\[ f(t, u_0(t), [Ku_0](t)) \leq w(t) \leq f(t, v_0(t), [Kv_0](t)), \quad t \in I, \]

which yields the boundedness of $\{w_n\}$ in $C[I; X]$ again as the cone $V$ is normal. It then follows from (4.5) that $\{\sigma_n\}$ is bounded in $C[I; X]$ and hence $\{u_n\}$ is equicontinuous.
We now estimate the Dini derivative $D^+ m(t)$:

$$D^+ m(t) = \lim_{r \to 0} \sup_{0 \leq h \leq r} \frac{m(t + h) - m(t)}{h} \leq \lim_{r \to 0} \sup_{0 \leq h \leq r} a \left( \left\{ \frac{u_n(t + h) - u_n(t)}{h} \right\} \right) \leq \lim_{r \to 0} \sup_{0 \leq h \leq r} a \left( \bigcup_{n=1}^{\infty} \sigma \{ u_n'(s) : t \leq s \leq t + h \} \right)
= \lim_{r \to 0} a \left( \bigcup_{n=1}^{\infty} \sigma \{ u_n'(s) : t \leq s \leq t + r \} \right)
= \lim_{r \to 0} a \left( \{ B'(s) : t \leq s \leq t + r \} \right)
= \lim_{r \to 0} a \left( \{ B'(s) : t \leq s \leq t + r \} \right)
$$

Since it is readily seen from (4.1) that

$$B'(t) \subseteq -MB(t) - NK(B(t)) + MB(t) + NK(B(t)) + f(t, B(t), K(B(t))),$$

it then follows from the last inequality above that

$$D^+ m(t) \leq \lim_{r \to 0} \left[ 2M a \left( \bigcup_{t \leq s \leq t + r} B(s) \right) + 2N a \left( \bigcup_{t \leq s \leq t + r} K(B(s)) \right)
+ a \left( f \left( I, \bigcup_{t \leq s \leq t + r} B(s), K \left( \bigcup_{t \leq s \leq t + r} B(s) \right) \right) \right) \right]
\leq (2M + 2N\|k\|_{\infty} + L) \lim_{r \to 0} a \left( \bigcup_{t \leq s \leq t + r} B(s) \right).$$

The equicontinuity of $\{ u_n \}$ then leads to the conclusion

$$D^+ m(t) \leq \ell m(t), \quad t \in I,$$

where $\ell = 2M + 2N\|k\|_{\infty} + L$. Since 0 is the only solution to the linear periodic problem

$$u'(t) = \ell u(t), \quad t \in I, \quad u(0) = u(T),$$

it follows from (4.6) that $m(t) \equiv 0$ on $I$ as $m(0) = m(T)$; see [5] for related comparison results. Hence $\{ u_n \}$ is relatively compact in $C[I; X]$ and admits a subsequence converging to some $\rho \in C[I; X]$. Again because the cone $V$ is normal, the full sequence $\{ u_n \}$ itself converges to $\rho$ in $C[I; X]$. Via the same argument, we can show that $\{ v_n \}$ converges to some $r \in C[I; X]$. Now it easily follows from (4.3) that $\rho$ and $r$ are solutions of the PBVP (1.1). Finally we show that $\rho$ and $r$ are the minimal and maximal solutions of the PBVP (1.1) in the interval $[u_0, v_0]$, ...
respectively. So assume that $u$ is any solution of (1.1) in $[u_0,v_0]$. By induction, we see that

$$u_n \leq u \leq v_n \quad \text{for all } n \geq 0.$$ 

Therefore, passing to the limit as $n \to \infty$, we arrive at the desired conclusion: $\rho \leq u \leq r$. The proof is complete.

Hypothesis (H3) is a type of compactness condition, and from the proof of Theorem 3 given above, we find that it is only used to prove the relative compactness in $C[I;X]$ of the sequences $\{u_n\}$ and $\{v_n\}$ defined by (4.3). We will see that if the cone $V$ or the space $X$ satisfies some additional conditions, then hypothesis (H3) can be removed from Theorem 3. We recall that a cone is said to be regular if every monotone increasing sequence bounded above is (strongly) convergent. A regular cone must be normal (cf. [2]). If the cone $V$ is regular, then it has been proved (cf. [7, Lemma 2.2]) that every monotone sequence in $C[I;X]$ equicontinuous on $I$ must converge uniformly on $I$. Hence the result below follows.

**Theorem 4.** If the cone $V$ is regular, then Theorem 3 holds without hypothesis (H3).

Recall now that a cone is called weakly regular provided every monotone increasing sequence bounded above is weakly convergent. Since it is not hard (cf. [7] for details) to prove that a cone that is both normal and weakly regular is regular, we arrive at the following result.

**Theorem 5.** If the cone $V$ is normal and weakly regular, then Theorem 3 is valid without hypothesis (H3).

A Banach space $X$ is said to be weakly sequentially complete if every weak Cauchy sequence in $X$ (i.e. a sequence $\{x_n\}$ of $X$ such that $\lim_{n \to \infty} x^*(x_n)$ exists for all $x^* \in X^*$) is weakly convergent. It is then straightforward that a reflexive space is weakly sequentially complete. By Lemma 2.3 of [7], a normal cone in a weakly sequentially complete space is weakly regular. Therefore we have the following consequence of Theorem 5.

**Corollary 2.** If $X$ is weakly sequentially complete (reflexive, in particular), then the conclusion of Theorem 3 is true without hypothesis (H3).
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