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Abstract. Let \( \phi : \hat{E} \rightarrow E \) be an arbitrary map from an abstract set \( \hat{E} \) into an abstract set \( E \). We shall use the theory of reproducing kernels to provide a general method for representing the inverse map \( \phi^{-1} \) in terms of \( \phi \). We give several concrete examples of this method.

1. Introduction

We shall consider an arbitrary mapping \( p = \phi(\hat{p}) \)

\[ \phi : \hat{E} \rightarrow E \]

from an abstract set \( \hat{E} \) into an abstract set \( E \). Then, we shall consider the formal problem of representing the inverse map \( \phi^{-1} \) in terms of \( \phi \). Of course, the inverse is, in general, multi-valued. By using the theory of reproducing kernels ([1]), we shall first attack this general problem, and then, we shall establish a general principle to solve this problem in some general and reasonable settings. We shall also give several concrete examples.

2. A general approach

Let \( K(p, q) \) be a positive matrix on \( E \) in the sense of Aronszajn-Moore, so that for any finite number of points \( \{p_j\} \) of \( E \) and for any complex numbers \( \{c_j\} \),

\[ \sum_k \sum_j \overline{c_k} c_j K(p_k, p_j) \geq 0. \] (2.1)

Then, there exists a uniquely determined functional Hilbert space \( H_K \) consisting of functions on \( E \) and admitting the reproducing kernel \( K(p, q) \) with the properties that

(i) \( K(\cdot, q) \in H_K \) for any \( q \in E \), and
(ii) \( (f(\cdot), K(\cdot, q))_{H_K} = f(q) \), for any \( q \in E \) and for any \( f \in H_K \).

We shall assume that \( K(p, q) \) is expressible in the form

\[ K(p, q) = (h(q), h(p))_H \quad \text{on} \quad E \times E \] (2.2)
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in terms of a Hilbert space $\mathcal{H}$-valued function $h(p)$ on $E$. (Cf. [4], [5].) We further assume that

\[
\{h(p); p \in E\} \text{ is complete in } \mathcal{H}.
\]

Then, for the linear transform of $\mathcal{H}$

\[
f(p) = (f, h(p))_\mathcal{H}, \quad f \in \mathcal{H},
\]

the images $f(p)$ form precisely the Hilbert space $H_K$, and furthermore we have the isometrical mapping

\[
\|f\|_{H_K} = \|f\|_\mathcal{H}.
\]

If the assumption (2.3) is not valid, then we have in (2.5), in general, the inequality

\[
\|f\|_{H_K} \leq \|f\|_\mathcal{H}.
\]

Now, by using the mapping $\phi$ we define the function

\[
K_\phi(\hat{p}, \hat{q}) = K(\phi(\hat{p}), \phi(\hat{q})) = (h(\phi(\hat{q})), h(\phi(\hat{p})))_\mathcal{H}
\]

on $\hat{E} \times \hat{E}$ and the linear mapping of $\mathcal{H}$

\[
f(\phi(\hat{p})) = (f, h(\phi(\hat{p})))_\mathcal{H}, \quad f \in \mathcal{H}.
\]

Of course, $K_\phi(\hat{p}, \hat{q})$ is a positive matrix on $\hat{E}$, and so there exists a uniquely determined functional Hilbert space $H_{K_\phi}$ admitting the reproducing kernel $K_\phi(\hat{p}, \hat{q})$. Then, we obtain, from (2.5) and (2.6)

**Theorem 2.1.** For an arbitrary mapping $\phi$ in (1.1), the functions $f(\phi(\hat{p}))$ in (2.8) form the reproducing kernel Hilbert space $H_{K_\phi}$ and we have the inequality

\[
\|f(\phi)\|_{H_{K_\phi}} \leq \|f\|_{H_K}.
\]

Isometry holds here if and only if

\[
\{h(p); p \in \text{Range } \phi\} \text{ is complete in } \mathcal{H}.
\]

Furthermore, we have

**Theorem 2.2.** Let $\phi : \hat{E} \rightarrow E$ be arbitrary and let $\hat{f} \in H_{K_\phi}$. If $f^* \in H_K$ satisfies

\[
\hat{f} = f^*(\phi) \quad \text{and} \quad \|\hat{f}\|_{H_{K_\phi}} = \|f^*\|_{H_K},
\]

then

\[
f^*(p) = (\hat{f}(\cdot), K(\phi(\cdot), p))_{H_{K_\phi}}.
\]

**Proof.** Let $N(\phi)$ denote the set of $f \in \mathcal{H}$ such that

\[
(f, h(\phi(\hat{p})))_\mathcal{H} = 0 \quad \text{on } \hat{E},
\]

and let $[N(\phi)]^\perp$ denote its orthogonal complement in $\mathcal{H}$. Then, in the mapping (2.8) we can take $f^* \in [N(\phi)]^\perp$ satisfying

\[
\hat{f}(\hat{p}) = (f^*, h(\phi(\hat{p})))_\mathcal{H}
\]

and

\[
\|\hat{f}\|_{H_{K_\phi}} = \|f^*\|_\mathcal{H}.
\]
Then, for
\[ f^*(p) = (f^*, h(p))_\mathcal{H}, \]
we have
\[ \hat{f}(\hat{p}) = f^*(\phi(\hat{p})) \]
satisfying (2.11).

Then, for the orthogonal projection \( P \) from \( \mathcal{H} \) onto \( [N(\phi)]^\perp \) we have the desired result
\[
 f^*(p) = (f^*, h(p))_\mathcal{H} = (P[N(\phi)]^\perp f^*, h(p))_\mathcal{H} = (f^*, P[N(\phi)]^\perp h(p))_\mathcal{H} = \left( \hat{f}(\cdot), K(\phi(\cdot), p) \right)_{H_{K_\phi}}.
\]

Now, in Theorem 2.2, we shall assume that the mapping \( \phi \) is onto \( \hat{E} \) and so isometry between \( H_K \) and \( H_{K_\phi} \).

If we know the mapping \( p = \phi(\hat{p}) \) from \( \hat{E} \) to \( E \), then the isometrical mapping from \( H_K \) onto \( H_{K_\phi} \) is given by
\[
 f(p) \in H_K \longrightarrow f(\phi(\hat{p})) \in H_{K_\phi}.
\]

If we know the (in general, multi-valued) inverse \( \hat{p} = \phi^{-1}(p) \) of \( p = \phi(\hat{p}) \), then for \( \hat{f} \in H_{K_\phi} \), the function \( \hat{f}(\phi^{-1}(p)) \) is a single-valued function on \( \hat{E} \) and the isometrical mapping from \( H_{K_\phi} \) onto \( H_K \) is given by
\[
 \hat{f} \in H_{K_\phi} \longrightarrow \hat{f}(\phi^{-1}(p)) \in H_K.
\]
In general, Theorem 2.2 establishes the isometrical mapping
\[
 \hat{f} \in H_{K_\phi} \longrightarrow f^* \in H_K,
\]
explicitly in terms of the reproducing kernel \( K(p, q) \) on \( E \), the mapping \( \phi \) and the reproducing kernel Hilbert space \( H_{K_\phi} \). This fact means that Theorem 2.2 gives, in a sense, a method for constructing the inverse \( \phi^{-1} \).

Indeed, for any point \( p \in E \) and for any fixed function \( \hat{f} \in H_{K_\phi} \) we first construct the function \( f^* \) by (2.12). Then, we have the inclusion relationship
\[
 \phi^{-1}(p) \subset \left\{ \hat{p} \in \hat{E}; \hat{f}(\hat{p}) = f^*(p) \right\}.
\]
Hence, we will be able to look for all the inverses \( \phi^{-1}(p) \) in the point set in the right-hand side in (2.20), by using a suitable Hilbert space \( H_K \) and a suitable function \( \hat{f} \in H_{K_\phi} \).

3. Reasonable settings

We shall analyze the principle in Section 2 to represent the inverse \( \phi^{-1} \) in (1.1) in terms of \( \phi \).
In order to use the formula (2.12) we need
(I) a concrete structure for the Hilbert space $H_{K_{\phi}}$, admitting its reproducing
kernel $K_{\phi}(\hat{p}, \hat{q})$ defined by (2.7)
and
(II) for a function $\hat{f}$ belonging to $H_{K_{\phi}}$, its inverse $\hat{f}^{-1}$.
Then we have the inverse function of $\phi$
\[
\hat{p} = \hat{f}^{-1}(f^*(p)),
\]
in (2.20).

For (I), if the Hilbert space $H_K$ admitting the reproducing kernel $K(p, q)$ on $E$
is concretely given, then the transformed Hilbert space $H_{K_{\phi}}$ will be constructed by
a unified method stated in Theorem 2.1 and Theorem 2.2 ([6]).

If the inner product in $H_K$ is given by an integral form, then the inner product
in $H_{K_{\phi}}$ will be given by some integral form induced by the mapping $\phi$, as we shall
see in examples.

For (II), if the identity mapping belongs to $H_{K_{\phi}}$, then our situation will become,
of course, extremely simple.

4. Examples

Following our general principle, we shall give typical examples. These examples
will show that concrete reproducing kernels have great value from also the viewpoint
of representations of inverse functions.

4.1. The Riemann mapping function. Let $\triangle$ be the unit disc \{|z| < 1\} and $D$
an arbitrary bounded (for simplicity) domain on the $Z$-plane ($Z = X + iY$). Let $z = \varphi(Z)$ be a Riemann mapping function from $D$ onto $\triangle$, which is analytic and univalent on $D$. Let $K_{\triangle}(z, \overline{u})$ be the Bergman kernel
\[
K_{\triangle}(z, \overline{u}) = \frac{1}{\pi(1 - \overline{uz})^2}
\]
on $\triangle$ for the Bergman space $H_{K_{\triangle}}$ comprised of all analytic functions $f(z)$ on $\triangle$
with finite norms
\[
\left\{ \int_{\triangle} |f(z)|^2 dxdy \right\}^{\frac{1}{2}} < \infty \quad (z = x + iy).
\]
Then, we can see directly that
\[
K_{\triangle, \varphi}(\varphi(Z), \overline{\varphi(U)}) = \frac{1}{\pi(1 - \overline{\varphi(U)}\varphi(Z))^2}
\]
is the reproducing kernel for the Hilbert space $H_{K_{\triangle, \varphi}}$ comprised of all analytic functions $\hat{f}(Z) = f(\varphi(Z))(f \in H_{K_{\triangle}})$ with finite norms
\[
\left\{ \int_{D} |\hat{f}(Z)|^2 |\varphi'(Z)|^2 dXdY \right\}^{\frac{1}{2}} < \infty.
\]
Hence, we have the inverse formula by (2.12) and by using the identity for $\hat{f}$ in
(2.20)
\[
\varphi^{-1}(z) = \frac{1}{\pi} \int_{D} \frac{Z|\varphi'(Z)|^2}{(1 - z\varphi(Z))^2} dXdY.
\]
When \( Z = \varphi^{-1}(z) \) is not one-to-one, if we consider \( \varphi^{-1}(\Delta) \) spread over \( \mathbb{C} \), counting multiplicity, then the formula (4.4) is still valid. By this method, we can, in general, overcome the multi-valuedness of the inverse functions.

When \( D \) is a bounded domain whose boundary \( \partial D \) is an analytic Jordan curve, we recall the Szegö reproducing kernel

\[
\frac{1}{2\pi(1-\overline{u}z)}
\]

for the Hilbert space consisting of all analytic functions \( f(z) \) on \( \Delta \) such that \( |f(z)|^2 \) has a harmonic majorant and with finite norm

\[
\left\{ \int_{\partial \Delta} |f(z)|^2 |dz| \right\}^{\frac{1}{2}} < \infty.
\]

Here, \( f(z) \) means the Fatou nontangential boundary value on \( \partial \Delta \). Then, we obtain similarly the simple inverse formula

\[
\varphi^{-1}(z) = \frac{1}{2\pi} \int_{\partial D} \frac{Z|\varphi'(Z)|}{1-z\overline{\varphi(Z)}} |dZ|.
\]

The very elementary formulas (4.4) and (4.7) can be derived directly and easily, but it seems that they cannot be found in any articles.

Note that the Riemann mapping function \( \varphi(Z) \) satisfying \( \varphi(Z_0) = 0 \) \( (Z_0 \in D) \) is expressible in the form

\[
\varphi(Z) = \sqrt{\frac{\pi}{K_D(Z_0, Z_0)}} \int_{Z_0}^{Z} K_D(\zeta, Z_0) d\zeta
\]

in terms of the Bergman kernel \( K_D(\zeta, Z_0) \) on the domain \( D \) (see, for example, [3]).

**4.2. Harmonic mappings.** Note that on \( \Delta \)

\[
1 - \frac{|\overline{u}|^2|z|^2|2-\overline{u}z|^2}{|1-\overline{u}z|^4}
\]

and

\[
1 - \frac{|\overline{u}|^2|z|^2}{|1-\overline{u}z|^2}
\]

are the reproducing kernels for the Hilbert spaces consisting of all harmonic functions \( u(z) \) on \( \Delta \) with finite norm

\[
\left\{ \frac{1}{\pi} \int_{\Delta} |u(z)|^2 |dxdy| \right\}^{\frac{1}{2}} < \infty
\]

and

\[
\left\{ \frac{1}{2\pi} \int_{\partial \Delta} |u(z)|^2 |dz| \right\}^{\frac{1}{2}} < \infty,
\]

respectively. For the latter case we need the assumption that \( |u(z)|^2 \) has a harmonic majorant on \( \Delta \) and \( u(z)(z \in \partial \Delta) \) means the Fatou nontangential boundary value as in the Szegö case (see, for example, [2] and [5]). As in the Riemann mapping function we can obtain the representations of the inverse functions for harmonic mappings of \( D \) onto \( \Delta \).
4.3. Increasing functions. Note first that

\[(4.12) \quad \min(x, y) \quad (x, y > 0)\]

is the reproducing kernel for the Hilbert space \(H(0, a)(0 < a \leq \infty)\) consisting of all real-valued functions \(f(x)\) on \([0, a)\) such that \(f(x)\) are absolutely continuous on \([0, a)\), \(f(0) = 0\) and with finite norms

\[(4.13) \quad \left\{ \int_0^a f'(x)^2 dx \right\}^{\frac{1}{2}} < \infty.\]

Similarly, for an increasing function \(x = \varphi(\hat{x})\) from \([0, b)(0 < b \leq \infty)\) onto \([0, a)\) of \(C^1\)-class satisfying

\[\varphi'(\hat{x}) > 0 \quad \text{on} \quad [0, b),\]

the function

\[(4.14) \quad \min(\varphi(\hat{x}), \varphi(\hat{y})) \quad \text{on} \quad [0, b) \times [0, b)\]

is the reproducing kernel for the Hilbert space \(H_\varphi\) consisting of all functions \(\hat{f}(\hat{x}) = f(\varphi(\hat{x}))\) \((f \in H(0, a))\), such that \(\hat{f}(\hat{x})\) are absolutely continuous on \([0, b)\), \(\hat{f}(0) = 0\) and with finite norms

\[(4.15) \quad \left\{ \int_0^b \frac{\hat{f}'(\xi)^2}{\varphi'(\xi)} d\xi \right\}^{\frac{1}{2}} < \infty,\]

as we can see directly. Hence, by (2.12) and by using the identity as \(\hat{f}\) in (2.20), we have the formula

\[(4.16) \quad \varphi^{-1}(x) = \int_0^b \{\min(\varphi(\xi), x)\}' \frac{d\xi}{\varphi'(\xi)}\]

\[= \int_0^b \left( \frac{2}{\pi} \int_0^\infty \frac{\sin(\varphi(\xi)t) \sin xt}{t^2} dt \right)' \frac{d\xi}{\varphi'(\xi)}\]

\[= \frac{2}{\pi} \int_0^b \int_0^\infty \frac{\cos(\varphi(\xi)t) \sin xt}{t} dt d\xi.\]

In particular, we have

\[(4.17) \quad \sqrt{x} = \frac{2}{\pi} \int_0^\infty \int_0^\infty \frac{\cos(\xi^2 t) \sin xt}{t} dtd\xi.\]
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