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Abstract. In this paper, the general solution of the homogeneous matrix difference system is constructed in terms of two fundamental matrix solutions. The general solution of the inhomogeneous matrix difference system is established by the variation of parameters formula. A unique solution of the two-point boundary value problem associated with the matrix difference system is constructed by applying the QR-algorithm and the Bartels-Stewart algorithm.

1. Introduction

The theory of difference equations is a lot richer than the corresponding theory of differential equations. For example, a simple difference equation resulting from a first order differential equation may have a phenomenon often called the appearance of “ghost” solutions or the existence of chaotic orbits that can only happen for higher order differential equations. Consequently, the theory of difference equations is interesting in itself and assumes great importance in the present world. The application of the theory of difference equations is already extended to various fields such as numerical analysis, finite element techniques, control theory and computer science. So all these reasons inspired us to consider the matrix difference system

\[ T(n+1) = A(n)T(n)B(n) + F(n) \]

where \( A(n), B(n) \) and \( F(n) \) are square matrices of order \( s \) whose elements \( a_{ij}(n), b_{ij}(n) \) and \( f_{ij}(n) \) are real or complex functions defined on \( N_{n_0}^+ \) and \( T(n) \in R^{s \times s}(C^{s \times s}) \) with components as functions defined on \( N_{n_0}^+ \), where

\[ N_{n_0}^+ = \{n_0, n_0 \pm 1, \ldots, n_0 \pm k, \ldots\} \]

with \( k \in N^+ \) and \( n_0 \in N \), \( N \) being the set of integers.

The paper is organised as follows. In section 2, we develop the general solution of the non-homogeneous matrix difference system (1.1) and also the general solution of the matrix differential equation

\[ T(n+1) = A(n)T(n)B(n) \]

in terms of two fundamental matrix solutions of the systems \( T(n+1) = A(n)T(n) \)
and \( T(n+1) = B^*(n)T(n) \). We obtain the general solution of (1.1) by the method of variation of parameters. Section 3 presents criteria for the existence and uniqueness of solutions to two-point boundary value problems associated with (1.1), satisfying the boundary conditions

\[
L_0 T(n_0) + L_1 T(n_1) = W
\]

where \( n_0, n_1 \in \mathbb{N}_{n_0}^+, n_0 < n_1 \); \( W, L_0 \) and \( L_1 \) are given constant square matrices of order \( s \). Here the Bartels-Stewart algorithm [6] and the QR-algorithm are used as tools to evaluate the constant matrix embedded between two known matrices.

2. Solution of the Difference System

In this section, we construct the solution of the homogeneous difference system (1.2) in terms of the fundamental matrix solutions. We establish the general solution of the non-homogeneous difference system (1.1) in terms of fundamental matrix solutions by the method of variation of parameters. We also present the general solution of the initial value problem associated with the matrix difference equation (1.1). We shall denote \( \Phi_1(n, n_0) \) and \( \Phi_2(n, n_0) \) as the fundamental matrix solutions of \( T(n+1) = A(n)T(n) \) and \( T(n+1) = B^*(n)T(n) \), respectively. The proof of the following lemma is immediate.

Lemma 2.1. \( \Phi_1(n, n_0) \) is a fundamental matrix solution of \( T(n+1) = A(n)T(n) \) if and only if \( \Phi_1^*(n, n_0) \) is a fundamental matrix solution of \( T(n+1) = T(n)A^*(n) \).

Theorem 2.1. If \( \Phi_1(n, n_0) \) and \( \Phi_2(n, n_0) \) are fundamental matrix solutions of \( T(n+1) = A(n)T(n) \) and \( T(n+1) = B^*(n)T(n) \), respectively, then any solution \( T(n) \) of the homogeneous matrix difference system (1.2) is of the form

\[
\Phi_1(n, n_0)C\Phi_2(n, n_0),
\]

where \( C \) is an arbitrary constant square matrix of order \( s \).

Proof. We seek a solution of (1.2) in the form \( T(n) = \Phi_1(n, n_0)K(n) \), where \( K(n) \) is a square matrix of order \( s \) whose elements are functions defined on \( \mathbb{N}_{n_0}^+ \). Then

\[
\Phi_1(n+1, n_0)K(n+1) = A(n)\Phi_1(n, n_0)K(n)B(n)
\]

\[\iff \Phi_1(n+1, n_0)K(n+1) = \Phi_1(n+1, n_0)K(n)B(n) \]

\[\iff K(n+1) = K(n)B(n) \]

\[\iff K^*(n+1) = B^*(n)K^*(n). \]

Since \( \Phi_2^*(n, n_0) \) is a fundamental matrix solution of the difference system \( T(n+1) = B^*(n)T(n) \), it follows that there exists a constant matrix \( C_1 \) of order \( s \times s \) such that \( K^*(n) = \Phi_2(n, n_0)C_1 \) and \( T(n) = \Phi_1(n, n_0)C\Phi_2(n, n_0)(C = C_1^*) \).

Theorem 2.2. Any solution \( T(n) \) of the non-homogeneous matrix difference system (1.1) is of the form \( \Phi_1(n, n_0)C\Phi_2(n, n_0) + \mathcal{T}(n) \), where \( \mathcal{T}(n) \) is a particular solution of (1.1). \n
Proof. It can easily be verified that \( \Phi_1(n, n_0)C\Phi_2(n, n_0) + \mathcal{T}(n) \) is a solution of (1.1). Now to prove every solution is of the form, let \( T(n) \) be any solution of (1.1) and \( \mathcal{T}(n) \) be a particular solution of (1.1). Then it can easily be verified
that $T(n) - \overline{T}(n)$ is a solution of the homogeneous matrix difference system (1.2). Hence by Theorem 2.1, we have $T(n) - \overline{T}(n) = \Phi_1(n, n_0)C\Phi_2^*(n, n_0)$. Therefore $T(n) = \Phi_1(n, n_0)C\Phi_2^*(n, n_0) + \overline{T}(n)$.

**Theorem 2.3.** Any solution of the non-homogeneous matrix difference system (1.1) is of the form $T(n) = \Phi_1(n, n_0)C\Phi_2^*(n, n_0) + \overline{T}(n)$, where $T(n)$ is a particular solution of (1.1) and is given by

$$
\sum_{j=n_0}^{n-1} \Phi_1(n, j + 1)F(j)\Phi_2^*(n, j + 1).
$$

**Proof.** The general solution of the homogeneous matrix difference system (1.2) is of the form $T(n) = \Phi_1(n, n_0)C\Phi_2^*(n, n_0)$. Let $C$ be a function of $n$ defined on $N^+_0$. Since $T(n)$ must satisfy (1.1), we have

$$
\Phi_1(n + 1, n_0)C(n + 1)\Phi_2^*(n + 1, n_0) = A(n)\Phi_1(n, n_0)C(n)\Phi_2^*(n, n_0)B(n) + F(n)
\Leftrightarrow \Phi_1(n + 1, n_0)\Delta C(n)\Phi_2^*(n + 1, n_0) = F(n)
\Leftrightarrow \Delta C(n) = \Phi_1(n_0, n + 1)F(n)\Phi_2^*(n_0, n + 1)
\Leftrightarrow C(n) = C_{n_0} + \sum_{j=n_0}^{n-1} \Phi_1(n_0, j + 1)F(j)\Phi_2^*(n_0, j + 1).
$$

Thus,

$$
T(n) = \Phi_1(n, n_0)C_{n_0}\Phi_2^*(n, n_0)
+ \Phi_1(n, n_0) \left[ \sum_{j=n_0}^{n-1} \Phi_1(n_0, j + 1)F(j)\Phi_2^*(n_0, j + 1) \right] \Phi_2^*(n, n_0)
= \Phi_1(n, n_0)C_{n_0}\Phi_2^*(n, n_0) + \overline{T}(n)
$$
where

$$
\overline{T}(n) = \sum_{j=n_0}^{n-1} \Phi_1(n, j + 1)F(j)\Phi_2^*(n, j + 1).
$$

**Theorem 2.4.** Any solution $T(n)$ of the initial value problem associated with the non-homogeneous matrix difference equation (1.1) with the initial condition $T(n_0) = T_0$, where $T_0$ is a given constant square matrix of order $s$, is of the form

$$
T(n) = \Phi_1(n, n_0)T_0\Phi_2^*(n, n_0) + \sum_{j=n_0}^{n-1} \Phi_1(n, j + 1)F(j)\Phi_2^*(n, j + 1).
$$

3. Two-point boundary value problem

Consider the two-point boundary value problem associated with the non-homogeneous matrix differential equation (1.1), satisfying the boundary conditions (1.3).
The general solution $T(n)$ of (1.1) is given by

$$T(n) = \Phi_1(n, n_0) C_{n_0} \Phi_2^*(n, n_0) + \sum_{j=n_0}^{n-1} \Phi_1(n, j + 1) F(j) \Phi_2^*(n, j + 1).$$

The boundary conditions (1.3) will be satisfied if

$$L_0 \Phi_1(n_0, n_0) C_{n_0} \Phi_2^*(n_0, n_0) + L_1 \Phi_1(n_1, n_0) C_{n_0} \Phi_2^*(n_1, n_0) = W - L_1 \sum_{j=n_0}^{n-1} \Phi_1(n_1, j + 1) F(j) \Phi_2^*(n_1, j + 1).$$

The above equation (3.1) is equivalent to

$$A_0 C_{n_0} B_0 + A_1 C_{n_0} B_1 = X$$

where

$$A_0 = L_0 \Phi_1(n_0, n_0), \quad A_1 = L_1 \Phi_1(n_1, n_0),$$
$$B_0 = \Phi_2^*(n_0, n_0), \quad B_1 = \Phi_2^*(n_1, n_0)$$

and

$$X = W - L_1 \sum_{j=n_0}^{n_1-1} \Phi_1(n_1, j + 1) F(j) \Phi_2^*(n_1, j + 1)$$

are all known square matrices of order $s$. Note that $B_0$ and $B_1$ are non-singular matrices and we shall be concerned with the general form of $C_{n_0}$ satisfying the conditions (3.2). For the analysis of $C_{n_0}$ we use the following notation.

If $P, Q \in C^{s \times s}$ are two square matrices of order $s$, then their Kronecker product (or direct product or tensor product) is denoted by $P \otimes Q$, is defined to be the partitioned matrix

$$P \otimes Q = \begin{bmatrix} P_{11}Q & P_{12}Q & \cdots & P_{1s}Q \\ P_{21}Q & P_{22}Q & \cdots & P_{2s}Q \\ \vdots & \vdots & \ddots & \vdots \\ P_{s1}Q & P_{s2}Q & \cdots & P_{ss}Q \end{bmatrix}$$

and is in $C^{s^2 \times s^2}$.

With this one can easily verify that if $G = (A_0 \otimes B_0^*) + (A_1 \otimes B_1^*)$, then (3.2) is equivalent to a system of equations

$$G c_{n_0} = x$$

where $G$ is an $s^2 \times s^2$ matrix, and $c_{n_0}$ and $x$ are $s^2$-column vectors corresponding to the matrices $C_{n_0}$ and $X$. In fact by viewing (3.3) as a system of $s^2$-scalar equations for the elements of $C_{n_0}$, (3.4) is exactly the same set of equations written in a vector system. In order to make pronouncements about existence and uniqueness...
techniques for the solution of (3.4), we need some information about the eigenvalues of \( G \). We denote the set of all eigenvalues of the matrix \( A \) as \( \sigma(A) \), the spectrum of \( A \).

**Method 1.** If \( A_0 \) and \( B_0 \) are non-singular matrices, then (3.2) is equivalent to

\[
C_{n_0} - PC_{n_0}Q = Y
\]

where \( P = -A_0^{-1}A_1, Q = B_1B_0^{-1} \) and \( Y = A_0^{-1}XB_0^{-1} \).

Now to solve for \( C_{n_0} \) from (3.5) we have the following analysis:

\[
C_{n_0} - PC_{n_0}Q = Y \iff [(I \otimes I) - (P \otimes Q^T)]c = Y \\
\iff Ic - (P \otimes Q^T)c = y \\
\iff Ic - Gc = y, \quad \text{where } G = P \otimes Q^T.
\]

Putting

\[
C_{n_0} = Y + PC_{n_0}Q
\]

in the second term on the L.H.S. of (3.5), we get the following equivalent statements:

\[
C_{n_0} - P(Y + PC_{n_0}Q)Q = Y \iff c - G(y + Gc) = y, \\
C_{n_0} - P^2C_{n_0}Q^2 = Y + PYQ \iff c - G^2c = y + Gy.
\]

Similarly

\[
C_{n_0} - P^3C_{n_0}Q^3 = Y + PYQ + P^2YQ^2 \iff c - G^3c = y + Gy + G^2y
\]

\[
C_{n_0} - P^mC_{n_0}Q^m = Y + PYQ + \cdots + P^{m-1}YQ^{m-1} \\
\iff c - G^mc = y + Gy + \cdots + G^{m-1}y.
\]

If the spectral radii of \( P \) and \( Q \) are such that \( \rho(P)\rho(Q) < 1 \), then \( P^mC_{n_0}Q^m \to 0 \) as \( m \to \infty \).

In this case,

\[
C_{n_0} = Y + \sum_{m=1}^{\infty} P^mYQ^m
\]

\[
= A_0^{-1}XB_0^{-1} + \sum_{m=1}^{\infty} \{(-1)^m(A_0^{-1}A_1)^m(A_0^{-1}XB_0^{-1})(B_1B_0^{-1})^m\}.
\]
Substituting the above value of $C_{n_0}$ in the general solution $T(n)$ of (1.1), we get

$$T(n) = \Phi_1(n, n_0)A_0^{-1}XB_0^{-1}\Phi_2(n, n_0)$$

$$+ \Phi_1(n, n_0)\sum_{m=1}^{\infty}\{(−1)^m(A_0^{-1}A_1)^m(A_0^{-1}XB_0^{-1})(B_1B_0^{-1})^m\}\Phi_2(n, n_0)$$

$$+ \sum_{j=n_0}^{n-1} \Phi_1(n, j+1)F(j)\Phi_2(n, j+1)$$

$$= \Phi_1(n, n_0)\left\{A_0^{-1}\left[W - L_1\sum_{j=n_0}^{n-1} \Phi_1(n_1, j+1)F(j)\Phi_2(n_1, j+1)\right]B_0^{-1}\right.$$

$$+ \sum_{m=1}^{\infty}(−1)^m(A_0^{-1}A_1)^mA_0^{-1}$$

$$\times \left[W - L_1\sum_{j=n_0}^{n-1} \Phi_1(n, j+1)F(j)\Phi_2(n, j+1)\right]$$

$$\times B_0^{-1}(B_1B_0^{-1})^m\right\}\Phi_2(n, n_0)$$

$$+ \sum_{j=n_0}^{n-1} \Phi_1(n, j+1)F(j)\Phi_2(n, j+1).$$

**Method 2.** Suppose $A_0$ is invertible. Then the system of equations (3.2) is equivalent to

$$PC_{n_0} + C_{n_0}Q = Y$$

where $P = A_0^{-1}A_1, Q = B_0B_1^{-1}$ and $Y = A_0^{-1}XB_1^{-1}$.

One of the most effective methods of solving the matrix equation (3.6) is the Bartels-Stewart algorithm [7]. Key to this technique is the orthogonal reduction of $P$ and $Q$ to triangular form using the QR-algorithm for eigenvalues. The method of finding the general solution of the system (3.6) is the following.

Let $F, Q \in \mathbb{R}^{s \times s}$ be given matrices and define the linear transformation $\psi : \mathbb{R}^{s \times s} \rightarrow \mathbb{R}^{s \times s}$ by [6]

$$\psi(C_{n_0}) = PC_{n_0} + C_{n_0}Q = Y.$$

This linear transformation is non-singular if and only if $P$ and $Q$ have no common eigenvalues, i.e., if $\lambda$ is an eigenvalue of $P$ with corresponding eigenvector $u$ and $\mu$ is an eigenvalue of $Q$ with corresponding eigenvector $v$, then $Pu^T = \lambda uv^T$ and $wv^T = \mu uv^T$. Hence, $Pu^T + uv^T = (\lambda + \mu)uv^T$. This implies that $(\lambda + \mu)$ is an eigenvalue of the system (3.7), which can therefore be solved if and only if $(\lambda_j + \mu_i) \neq 0$ for all $i, j = 1, 2, \ldots, s$. Now reducing $P$ and $Q$ to the diagonal form by using similarity transformations, we get

$$U^{-1}PU = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_s) = D_1,$$

$$V^{-1}QV = \text{diag}(\mu_1, \mu_2, \ldots, \mu_s) = D_2.$$
Then (3.7) is equivalent to
\[(U^{-1}PU)(U^{-1}C_{n0}V) + (U^{-1}C_{n0}V)(V^{-1}V) = U^{-1}YV.\]
Solving this system involves four steps.

**Step 1.** By using similarity transformations, reduce $P$ and $Q$ to diagonal form to get
\[D_1 = U^{-1}PU\] and \[D_2 = V^{-1}QV.\]

**Step 2.** Solve $U\tilde{F} = YV$ for $\tilde{F}$.

**Step 3.** Solve the transformed system $D_1X_1 + X_1D_2 = F$ for $X_1$.

**Step 4.** Solve the system $C_{n0}V = UX_1$ for $C_{n0}$.

From these four steps the solution of the system (3.7) is given by
\[C_{n0} = UX_1V^{-1},\]
where \(X_{ij} = f_{ij}/(\lambda_i + \mu_j)\), and \(\tilde{F} = [f_{ij}] = U^{-1}YV\).

Now substituting the general form of $C_{n0}$ in the general solution $T(n)$ of (1.1), we have
\[T(n) = \Phi_1(n, n_0)UX_1V^{-1}\Phi_2^*(n, n_0) + \sum_{j=n_0}^{n-1} \Phi_1(n, j + 1)F(j)\Phi_2^*(n, j + 1).\]

The general solution, in the case of the continuous system
\[T' = A(t)TB(t) + F(t)\]
in terms of two fundamental matrix solutions of, say, $T' = A(t)T$ and $T' = B^*(t)T$, is not available in the literature. Work in this direction is in progress.
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