Abstract. In this paper, we establish some analytic inequalities for Schur-convex functions that are made of solutions of a second order nonlinear differential equation. We apply these analytic inequalities to obtain some geometric inequalities.

1. Introduction

The Schur-convex function was introduced by I. Schur in 1923 [14] and has many important applications in analytic inequalities. The following definitions and examples can be found in many references such as [3], [9], and [15].

Definition 1.1. An \( n \times n \) matrix \( S = [s_{ij}] \) is called a doubly stochastic matrix if \( s_{ij} \geq 0 \) for \( 1 \leq i, j \leq n \), and
\[
\sum_{j=1}^{n} s_{ij} = 1, \quad i = 1, 2, \ldots, n; \quad \sum_{i=1}^{n} s_{ij} = 1, \quad j = 1, 2, \ldots, n.
\]

Examples 1.2. (a) A permutation matrix is a doubly stochastic matrix. (A permutation matrix is a matrix obtained by permuting the rows of the identity matrix.)

(b) \( S = [s_{ij}] \) with \( s_{ij} = \frac{1}{n} \), \( 1 \leq i, j \leq n \), is a doubly stochastic matrix.

Let \( I^n = I \times I \times \cdots \times I \) (\( n \) copies), where \( I \) is an interval of the real number line \( \mathbb{R} \). We are interested in the following special multivariable functions.

Definition 1.3. \( f : I^n \rightarrow \mathbb{R} \) \((n > 1)\) is called Schur-convex if for every doubly stochastic matrix \( S \),
\[
f(Sx) \leq f(x)
\]
for all \( x \in I^n \). It is called strictly Schur-convex if the inequality is strict; \( f \) is called Schur-concave (resp. strictly Schur-concave) if the inequality (1) is reversed.

Definition 1.4. \( f : I^n \rightarrow \mathbb{R} \) \((n > 1)\) is called a symmetric function if for every permutation matrix \( P \),
\[
f(Px) = f(x) \quad \text{for all } x \in I^n.
\]
Every Schur-convex function is a symmetric function. Because if $P$ is a permutation matrix, so is its inverse $P^{-1}$. Hence if $f$ is Schur-convex, then
\[ f(x) = f(P^{-1}(Px)) \leq f(P(x)) \leq f(x). \]
It shows that $f(Px) = f(x)$ for every permutation matrix $P$. On the other hand, it is not hard to see that not every symmetric function can be a Schur-convex function (cf. [15, p.258]). Similarly, every Schur-concave function is symmetric and the inverse is not true. However, we have the following so-called Schur’s condition.

**Lemma 1.5** ([15, p.259]). Let \( f(x) = f(x_1, x_2, \cdots, x_n) \) be symmetric and have continuous partial derivatives on \( I^n \) where \( I \) is an open interval. Then \( f : I^n \rightarrow \mathbb{R} \) is Schur-convex if and only if
\[
(x_i - x_j) \left( \frac{\partial f}{\partial x_i} - \frac{\partial f}{\partial x_j} \right) \geq 0
\]
on \( I^n \). It is strictly Schur-convex if (2) is a strict inequality for \( x_i \neq x_j \), \( 1 \leq i, j \leq n \).

Since \( f(x) \) is symmetric, the Schur’s condition can be reduced as ([9, p.57])
\[
(x_1 - x_2) \left( \frac{\partial f}{\partial x_1} - \frac{\partial f}{\partial x_2} \right) \geq 0,
\]
and \( f \) is strictly Schur-convex if (3) is a strict inequality for \( x_1 \neq x_2 \). The Schur’s condition that guarantees a symmetric function being Schur-concave is the same as (2) or (3) except the direction of the inequality.

In Schur’s condition, the domain of \( f(x) \) does not have to be a Cartesian product \( I^n \). Lemma 1.5 remains true if we replace \( I^n \) by a set \( A \subset \mathbb{R}^n \) with the following properties ([9, p. 57]):

(i) \( A \) is convex and has a nonempty interior;

(ii) \( A \) is symmetric in the sense that \( x \in A \) implies \( Px \in A \) for any \( n \times n \)-permutation matrix \( P \).

In this paper, we shall establish some analytic isoperimetric inequalities for a special class of Schur-convex functions that are made of solutions of a nonlinear second order differential equation. We will use these analytic isoperimetric inequalities to obtain some geometric inequalities. Throughout this paper, we shall be concerned with only Schur-convex functions and related inequalities. All the results will have their counterparts for Schur-concave functions.

2. **Analytic isoperimetric inequalities**

In order to simplify the notations and the statements, let us set
\[
I = (0, 1); \quad H_n = \{ \Theta = (\theta_1, \cdots, \theta_n) \in \mathbb{R}^n \mid \sum_{i=1}^{n} \theta_i = ml \} \quad (0 < m < n);
\]
\[
D_n = I^n \cap H_n; \quad \Omega = (\sigma, \sigma, \cdots, \sigma) \quad \text{where} \quad \sigma = \frac{1}{n} \sum_{i=1}^{n} \theta_i = \frac{ml}{n}.
\]

The following property of Schur-convex function plays a key role in this paper.
Lemma 2.1. If $f : I^n \rightarrow \mathbb{R}$ is a Schur-convex function, then $f(\Omega)$ is a global minimum in $D_n$. If $f$ is strictly Schur-convex on $I^n$, then $f(\Omega)$ is the unique global minimum in $D_n$.

Proof. Since $f$ is Schur-convex in $I^n$, therefore,
$$f(S\Theta) \leq f(\Theta),$$
for every doubly stochastic matrix $S$ and every $\Theta$ in $I^n$. Now, for $\Theta = (\theta_1, \cdots, \theta_n)$ in $D_n$, take
$$S = [s_{ij}], \quad s_{ij} = \frac{1}{n}, \quad 1 \leq i, j \leq n.$$ Then we have
$$f(\Omega) = f(S\Theta) \leq f(\Theta).$$
If $f$ is strictly Schur-convex on $I^n$, then $f(\Omega) < f(\Theta)$ for all $\Theta$ in $D_n, \Theta \neq \Omega$. \qed

Theorem A. Let $f(\theta)$ be a positive solution of the equation

$$f(\theta)f''(\theta) = a_0 + a_1 f'(\theta) + a_2 [f'(\theta)]^2,$$

where $a_0$, $a_1$ and $a_2$ are constants. For $\theta_i \in (0, 1)$, $i = 1, \cdots, n, \sum_{i=1}^n \theta_i = ml (0 < m < n)$; and $\sigma = \frac{ml}{m}$, suppose that $f'(\theta)f''(\theta) \neq 0$ on $(0, l)$, and

(i) $2 f'(\sigma) < a_1 + (a_2 + 1)[f'(\theta_1) + f'(\theta_2)]$ if $f'(\theta)f''(\theta) < 0$; or

(ii) $2 f'(\sigma) > a_1 + (a_2 + 1)[f'(\theta_1) + f'(\theta_2)]$ if $f'(\theta)f''(\theta) > 0$. Then

$$\left(\sum_{i=1}^n f(\theta_i)\right)^2 - d_n \sum_{i=1}^n f(\theta_i)f'(\theta_i) \geq \left[n f(\sigma) - \sum_{i=1}^n f(\theta_i)\right]^2,$$

where $d_n = \frac{n f(\sigma)}{f'(\sigma)}$. Equality holds if and only if $\theta_1 = \theta_2 = \cdots = \theta_n = \sigma$.

Proof. Let us consider the function
$$F(\Theta) = \left(\sum_{i=1}^n f(\theta_i)\right)^2 - d_n \sum_{i=1}^n f(\theta_i)f'(\theta_i) - \left[n f(\sigma) - \sum_{i=1}^n f(\theta_i)\right]^2,$$
and observe that $F(\Omega) = 0$, where $\Omega = (\sigma, \cdots, \sigma)$. We shall prove that $F(\Theta)$ is strictly Schur-convex on $I^n$ where $I = (0, l)$. Then Theorem A would follow from Lemma 2.1. Since $F(\Theta)$ is obviously a symmetric function on $I^n$, by Lemma 1.5 and (3), to show $F(\Theta)$ is strictly Schur-convex, it suffices to verify that on $I^n$,

$$(\theta_1 - \theta_2) \left(\frac{\partial F}{\partial \theta_1} - \frac{\partial F}{\partial \theta_2}\right) > 0, \quad \text{if} \quad \theta_1 \neq \theta_2.$$ 

Furthermore, let us set $L_n(\Theta) = \sum_{i=1}^n f(\theta_i)$. Then we have
$$\frac{\partial F}{\partial \theta_i} = 2L_n(\Theta)f'(\theta_i) - d_n\{f(\theta_i)f''(\theta_i) + [f'(\theta_i)]^2\} + 2[n f(\sigma) - L_n(\Theta)]f'(\theta_i)$$
$$= 2n f(\sigma)f'(\theta_i) - d_n\{a_0 + a_1 f'(\theta_i) + (a_2 + 1)[f'(\theta_i)]^2\}, \quad i = 1, 2.$$

$$\frac{\partial F}{\partial \theta_1} - \frac{\partial F}{\partial \theta_2} = 2n f(\sigma)[f'(\theta_1) - f'(\theta_2)] - d_n\{a_1 [f'(\theta_1) - f'(\theta_2)] + (a_2 + 1)[(f'(\theta_1))^2 - (f'(\theta_2))^2]\}$$
$$= 2d_n[f'(\theta_1) - f'(\theta_2)][f'(\sigma) - \{\frac{a_1}{2} + \frac{a_2 + 1}{2} (f'(\theta_1) + f'(\theta_2))\}].$$
Therefore,
\[(\theta_1 - \theta_2) \left( \frac{\partial F}{\partial \theta_1} - \frac{\partial F}{\partial \theta_2} \right) = 2d_n(\theta_1 - \theta_2)[f'(\theta_1) - f'(\theta_2)]\{f'(\sigma) - \frac{a_1}{2} - \frac{a_2 + 1}{2}[f'(\theta_1) + f'(\theta_2)]\}.
\]

Case (i). \(f'(\theta)f''(\theta) < 0\).

If \(f''(\theta) < 0, (f'(\theta) > 0)\), then \(f'\) is decreasing on \((0, d)\) and \(\frac{d}{n} > 0\); if \(f''(\theta) > 0, (f'(\theta) < 0)\), then \(f'\) is increasing on \((0, d)\) and \(\frac{d}{n} < 0\); so if \(\theta_1 \neq \theta_2\), we always have
\[2d_n(\theta_1 - \theta_2)[f'(\theta_1) - f'(\theta_2)] < 0.
\]
Moreover, by the hypothesis (i),
\[f'(\sigma) < \frac{a_1}{2} + \frac{a_2 + 1}{2}[f'(\theta_1) + f'(\theta_2)].
\]
Thus we have
\[(\theta_1 - \theta_2) \left( \frac{\partial F}{\partial \theta_1} - \frac{\partial F}{\partial \theta_2} \right) > 0, \quad \text{for} \quad \theta_1 \neq \theta_2.
\]

Case (ii). \(f'(\theta)f''(\theta) > 0\).

If \(f''(\theta) > 0, (f'(\theta) > 0)\), then \(f'\) is increasing on \((0, d)\) and \(\frac{d}{n} > 0\); if \(f''(\theta) < 0, (f'(\theta) < 0)\), then \(f'\) is decreasing on \((0, d)\) and \(\frac{d}{n} < 0\); so if \(\theta_1 \neq \theta_2\), we always have
\[2d_n(\theta_1 - \theta_2)[f'(\theta_1) - f'(\theta_2)] > 0.
\]
By hypothesis (ii),
\[f'(\sigma) > \frac{a_1}{2} + \frac{a_2 + 1}{2}[f'(\theta_1) + f'(\theta_2)].
\]
We still have
\[(\theta_1 - \theta_2) \left( \frac{\partial F}{\partial \theta_1} - \frac{\partial F}{\partial \theta_2} \right) > 0, \quad \text{for} \quad \theta_1 \neq \theta_2.
\]

**Corollary 2.2.** Let \(\theta_i \in (0, \pi/2), i = 1, 2, \cdots, n; \) and \(\sum_{i=1}^{n} \theta_i = \pi\). Then
\[(\sum_{i=1}^{n} \sin \theta_i)^2 - d_n \sum_{i=1}^{n} \sin \theta_i \cos \theta_i \geq \left[n \sin \frac{\pi}{n} - \sum_{i=1}^{n} \sin \theta_i \right]^2,
\]
where \(d_n = n \tan \frac{\pi}{n}\). Equality holds if and only if \(\theta_1 = \theta_2 = \cdots = \theta_n = \frac{\pi}{n}\).

**Proof.** In equation (4), let \(a_0 = -1, a_1 = 0 \) and \(a_2 = 1\). Then \(f(\theta) = \sin \theta\) is a positive solution of (4), and
\[f'(\theta)f''(\theta) = -\sin \theta \cos \theta < 0, \quad \text{for} \quad \theta \in (0, \pi/2).
\]
Without loss of generality, assume that \(\theta_1 \leq \theta_2 \leq \cdots \leq \theta_n\), then we have
\[f'(\sigma) = \cos \frac{\pi}{n} \cos \theta_1 + \cos \theta_2 = \frac{a_1}{2} + \frac{a_2 + 1}{2}[f'(\theta_1) + f'(\theta_2)].
\]
Therefore the corollary follows as a special case of Theorem A (i).
Similarly, we also have a special case of Theorem A (ii).

**Corollary 2.3.** Let \( \theta_i \in (0, \pi/2), \ i = 1, 2, \cdots, n; \) and \( \sum_{i=1}^{n} \theta_i = \pi. \) Then

\[
(8) \quad \left( \sum_{i=1}^{n} \cos \theta_i \right)^2 - d_n \sum_{i=1}^{n} \sin \theta_i \cos \theta_i \geq \left( \frac{n \cos \frac{\pi}{n} - \sum_{i=1}^{n} \cos \theta_i} {n} \right)^2,
\]

where \( d_n = n \cot \frac{\pi}{n}. \) Equality holds if and only if \( \theta_1 = \theta_2 = \cdots = \theta_n = \frac{\pi}{n}. \)

**Remark.** The solutions of equation (4) includes many important functions in addition to sine and cosine functions. We could establish more analytic isoperimetric inequalities by using different solutions of (4). As we shall see in the next section, many special cases of (5) yield interesting geometric inequalities. Even within the scope of analytic inequalities, Theorem A has many by-products. The following one is an example for concave functions.

**Corollary 2.4.** Let \( f(\theta) \) be a positive solution of the equation

\[
f(\theta)f''(\theta) = a_0 + a_1 f'(\theta) + a_2 [f'(\theta)]^2
\]
on \((0, 1), \) where \( a_0, a_1 \) and \( a_2 \) are constants; for \( \theta_i \in (0, 1), \ i = 1, \cdots, n; \sum_{i=1}^{n} \theta_i = ml \) \((0 < m < n); \) and \( \sigma = \frac{ml}{n}. \) Suppose that \( f''(\theta) < 0 \) and

(i) \( 2f'(\sigma) < a_1 + (a_2 + 1)[f'(\theta_1) + f'(\theta_2)] \) if \( f'(\theta) > 0; \)

(ii) \( 2f'(\sigma) > a_1 + (a_2 + 1)[f'(\theta_1) + f'(\theta_2)] \) if \( f'(\theta) < 0. \) Then

\[
(9) \quad \sum_{i=1}^{n} f(\theta_i) \geq \sum_{i=1}^{n} f(\sigma) W_i + n f(\sigma),
\]

where \( W_i = \frac{f(\theta_i)}{f'(\sigma)}, \ i = 1, \cdots, n. \) Equality holds if and only if \( \theta_1 = \theta_2 = \cdots = \theta_n. \)

**Proof.** From the inequality (5) in Theorem A, we see that

\[
-d_n \sum_{i=1}^{n} f(\theta_i)f'(\theta_i) \geq n^2 f^2(\sigma) - 2n f(\sigma) \sum_{i=1}^{n} f(\theta_i),
\]

that is,

\[
2 \sum_{i=1}^{n} f(\theta_i) \geq \frac{1}{f'(\sigma)} \sum_{i=1}^{n} f(\theta_i)f'(\theta_i) + n f(\sigma)
\]

\[
= \sum_{i=1}^{n} f(\theta_i) W_i + n f(\sigma). \quad \square
\]

Note. For a concave function \( f(\theta) \) \((f''(\theta) < 0),\) the following Jensen’s inequality is well-known ([3], [10]):

\[
(9) \quad \sum_{i=1}^{n} f(\theta_i) \leq n f(\sigma),
\]

where equality holds if and only if \( \theta_1 = \cdots = \theta_n = \sigma. \)

Corollary 2.4 says that if \( f(\theta) \) and its derivatives are subject to certain differential equation and differential inequalities, we may have an inequality that is different from (9). Comparing (8) and (9), it is interesting to note that the hypotheses in
the Corollary 2.4 are sufficient conditions for the following “weighted inequality”:
\[ \sum_{i=1}^{n} f(\theta_i) \geq \sum_{i=1}^{n} f(\theta_i) W_i \]
where \( W_i = \frac{f'(\theta_i)}{f'(\sigma)} > 0, \ i = 1, \ldots, n \). Equality holds if and only if \( \theta_1 = \cdots = \theta_n = \sigma \).

3. Geometric isoperimetric inequalities

In this section, we apply those analytic isoperimetric inequalities obtained in section 2 to provide simple proofs for some geometric inequalities which are, if not completely new, at least not easy to find in the literature of elementary geometry.

Let us recall the classical isoperimetric inequality for an \( n \)-sided plane polygon \( P_n \), that is,
\[ L_n^2 - 4d_n A_n \geq 0, \tag{10} \]
where \( L_n \) is the perimeter of \( P_n \), \( A_n \) is the area of the domain enclosed by \( P_n \), and \( d_n = n \tan \frac{\pi}{n} \). Equality holds if and only if \( P_n \) is regular ([4], [5], [7], [11]).

In geometry, we call \( L_n^2 - 4d_n A_n \) the isoperimetric deficit of the polygon \( P_n \). It measures the deviation of \( P_n \) from the “regularity”. Inequality (10) can be improved to the following so-called Bonnesen-style isoperimetric inequality ([12], [17]):
\[ L_n^2 - 4d_n A_n \geq B_n, \ d_n = n \tan \frac{\pi}{n}, \tag{11} \]
where the quantity \( B_n \) satisfies (i) \( B_n \geq 0 \); (ii) \( B_n = 0 \) only when \( P_n \) is regular; (iii) \( B_n \) has geometric significance. It is important to find various \( B_n \)’s, since they will provide lower bounds for the isoperimetric deficit of \( P_n \). For a comprehensive discussion on Bonnesen-style inequalities, refer to [12], [17].

From plane geometry, it is known that among all \( n \)-sided plane polygons with given \( n \) sides, the one which can be inscribed in a circle encloses the largest area ([4], [7]). A polygon is called “cyclic” if it can be inscribed in a circle. To investigate isoperimetric inequalities for plane polygons, we need to pay attention to cyclic polygons only. The following Bonnesen-style isoperimetric inequality for cyclic polygons is a direct consequence of Corollary 2.2.

**Theorem 3.1** ([17]). Let \( P_n \) be an \( n \)-sided plane polygon inscribed in a circle of radius \( R \) with perimeter \( L_n \), enclosing a domain of area \( A_n \). Then
\[ L_n^2 - 4d_n A_n \geq (l_n - L_n)^2, \quad d_n = n \tan \frac{\pi}{n}, \tag{12} \]
where \( l_n \) is the perimeter of the regular \( n \)-sided polygon inscribed in the same circle with \( P_n \). Equality holds if and only if \( P_n \) is also regular.

**Proof.** If \( a_i \) denotes the length of the \( i \)-th side of \( P_n \), and \( \theta_i \) denotes half of the central angle subtended by the \( i \)-th side of \( P_n \), \( i = 1, \ldots, n \), then
\[ L_n = \sum_{i=1}^{n} a_i = \sum_{i=1}^{n} 2R \sin \theta_i; \quad A_n = \sum_{i=1}^{n} \frac{1}{2} a_i R \cos \theta_i = \sum_{i=1}^{n} R^2 \sin \theta_i \cos \theta_i; \quad \sum_{i=1}^{n} \theta_i = \pi; \quad l_n = 2nR \sin \frac{\pi}{n}. \]
Substitute the information above into (12), then Theorem 3.1 follows from Corollary 2.2. \( \square \)
Similarly, if we define the $i$th altitude $h_i$ of $P_n$ as the distance from the centroid of $P_n$ to the $i$th side of $P_n$, $i = 1, 2, \cdots, n$, and the total altitude of $P_n$ as $H_n = \sum_{i=1}^{n} h_i$, then we have the following geometric interpretation of Corollary 2.3. The proof shall be omitted since it is almost identical with the proof of Theorem 3.1.

**Theorem 3.2.** Let $P_n$ be an $n$-sided plane polygon inscribed in a circle of radius $R$ with total altitude $H_n$, enclosing a domain of area $A_n$. Then

$$H_n^2 - d_nA_n \geq (\bar{H}_n - H_n)^2, \quad d_n = n \cot \frac{\pi}{n},$$

where $\bar{H}_n = nR\cos \frac{\pi}{n}$ is the total altitude of the regular $n$-sided polygon inscribed in the same circle with $P_n$. Equality holds if and only if $P_n$ is also regular.

Now, for a cyclic polygon $P_n$ with lengths of sides $a_1, a_2, \cdots, a_n$, if $2\theta_1, 2\theta_2, \cdots, 2\theta_n$ are the central angles subtended by the $n$ sides respectively, we shall denote $P_n$ by $P_n(\Theta)$ where $\Theta = (\theta_1, \theta_2, \cdots, \theta_n)$, $\sum_{i=1}^{n} \theta_i = \pi$, and introduce the degree of irregularity for $P_n(\Theta)$.

**Definition 3.3.** Let $P_n(\Theta)$ be an $n$-sided cyclic polygon. The degree of irregularity of $P_n(\Theta)$ is defined as

$$\text{Deg}[P_n(\Theta)] = \left( \sum_{i=1}^{n} \sin \theta_i \right)^2 - d_n \sum_{i=1}^{n} \sin \theta_i \cos \theta_i - \left[ n \sin \frac{\pi}{n} - \sum_{i=1}^{n} \sin \theta_i \right]^2,$$

where $d_n = n \tan \frac{\pi}{n}$.

It is clear that $\text{Deg}[P_n(\Theta)] \geq 0$ for all $P_n(\Theta)$, and $\text{Deg}[P_n(\Theta)] = 0$ only when $P_n(\Theta)$ is regular. We have noticed that the equality in (10) or (11) distinguishes only the regular polygon among all isoperimetric polygons with the same number of sides. Definition 3.3 allows us to compare any two $n$-sided cyclic polygons in terms of their degrees of irregularity.

**Theorem 3.4.** Let $P_n(\Theta)$ and $Q_n(\bar{\Theta})$ be two $n$-sided cyclic polygons. If there is a doubly stochastic matrix $S$ such that $\bar{\Theta} = S\Theta$, then

$$\text{Deg}[Q_n(\bar{\Theta})] \leq \text{Deg}[P_n(\Theta)].$$

Equality holds if and only if $\Theta$ and $\bar{\Theta}$ differ by a permutation.

**Proof.** Let $F(\Theta) = \text{Deg}[P_n(\Theta)]$; then $F(\bar{\Theta}) = \text{Deg}[Q_n(\bar{\Theta})]$. From Corollary 2.2 we see that $F$ is Schur-convex, and hence

$$F(\bar{\Theta}) = F(S\Theta) \leq F(\Theta).$$

**Remark.** $\text{Deg}[P_n(\Theta)]$ is a homothetic invariant for cyclic polygons. Hence if $P_n(\Theta)$ and $Q_n(\Theta)$ are two $n$-sided homothetic cyclic polygons, that is, $\Theta = \bar{\Theta}$ (they have the same shape but may have different size), then they have the same degree of irregularity. On the other hand, $\text{Deg}[P_n(\Theta)] = \text{Deg}[Q_n(\Theta)]$ does not necessarily imply the homotheticity of $P_n(\Theta)$ and $Q_n(\Theta)$, because $\Theta$ and $\bar{\Theta}$ may differ by a permutation so that the two cyclic polygons may not be obtained from each other by a homothetic transformation. If we consider the class of all $n$-sided cyclic polygons $(n > 3)$, the degree of irregularity can be used to classify the polygons according to their deviations from the regularity.
Let us consider an \( n \)-sided plane polygon \( P_n \) that circumscribes the unit circle with points of tangency \( A_1, A_2, \ldots, A_n \), and denote by \( 2\theta_1, \ldots, 2\theta_n \) the \( n \) central angles in the unit circle subtended by the \( n \) arcs \( \overarc{A_1A_2}, \overarc{A_2A_3}, \ldots, \overarc{A_{n+1}A_1} \) (\( A_{n+1} = A_1 \)) respectively. Once again, denote the polygon as \( P_n(\Theta) \), where \( \Theta = (\theta_1, \ldots, \theta_n) \), and \( \sum_{i=1}^n \theta_i = \pi \). Consider the probability measures \( \mu \) that are circularly symmetric, i.e., measures that are invariant under rotations about the origin. Write \( \mu(P_n(\Theta)) \) to denote the probability content of the polygon \( P_n(\Theta) \). Wynn had proved the following result in 1977 ([9], [16]).

**Theorem 3.5** ([9, p.213]). If \( P_n(\Theta) \) and \( Q_n(\bar{\Theta}) \) are two \( n \)-sided plane polygons that circumscribe the unit circle, then for every spherically symmetric probability measure \( \mu \),

\[
\mu(P_n(\Theta)) \geq \mu(Q_n(\bar{\Theta})) \quad \text{if and only if} \quad \bar{\Theta} = S\Theta
\]

for some doubly stochastic matrix \( S \).

For a cyclic plane polygon \( P_n \), the degree of irregularity of \( P_n \) is obviously associated with a spherically symmetric probability measure. Then, Theorem 3.4 might be viewed as a dual result to Theorem 3.5. More generally, the definition of \( \text{Deg}[P_n(\Theta)] \) could be introduced to the polygonal curves in the surfaces of constant curvature (cf. [6]). For a different purpose, one may use (7) to define the degree of irregularity of a cyclic polygon that would also describe the deviation of the polygon from regularity. It would also be another homothetic invariant for cyclic polygons.

To conclude this section, it is worth pointing out a geometric interpretation of Corollary 2.4. If we take \( f(\theta) = \sin \theta \), which is a concave function on \((0, \frac{\pi}{2})\), then a special case of (8) is

\[
2 \sum_{i=1}^n \sin \theta_i \geq \sec \frac{\pi}{n} \sum_{i=1}^n \sin \theta_i \cos \theta_i + n \sin \frac{\pi}{n},
\]

with equality if and only if \( \theta_1 = \theta_2 = \cdots = \theta_n = \frac{\pi}{n} \).

Multiplying a positive number \( R^2 \) by each term above yields the following notable isoperimetric inequality for a cyclic polygon.

**Theorem 3.6.** Let \( P_n \) be an \( n \)-sided polygon inscribed in a circle of radius \( R \). If \( P_n \) has a perimeter \( L_n \) and encloses a domain of area \( A_n \), then

\[
RL_n \geq c_n A_n + \frac{1}{c_n} d_n R^2,
\]

where \( c_n = \sec \frac{\pi}{n} \), \( d_n = ntan \frac{\pi}{n} \), and equality holds if and only if \( P_n \) is regular.

Let us recall that if \( C \) is a simple closed plane curve with perimeter \( L \), and enclosing a domain of area \( A \), then ([12, p.3]),

\[
tL \geq A + \pi t^2,
\]

for all \( t \) such that \( \rho \leq t \leq R \), where \( \rho \) and \( R \) are the inradius and circumradius of \( C \) respectively. This inequality is the most important one in [12] and produces many equivalent Bonnesen-style inequalities for \( C \). If we consider an \( n \)-sided plane polygon \( P_n \) with inradius \( \rho \), it is also well-known that ([11, p.1210]),

\[
\rho L_n \geq A_n + d_n \rho^2, \quad d_n = ntan \frac{\pi}{n}.
\]
We wish to establish a general inequality similar to (17) for a polygon $P_n$ as follows:

\[ tL_n \geq A_n + d_n t^2, \quad d_n = n \tan \frac{\pi}{n}. \]

(19)

Note. This would be a stronger inequality than (17) for a polygon $P_n$ since $d_n > \pi$ for $n > 3$. From (18), we find that the parameter $t$ in (19) can be as small as the inradius $\rho$ of $P_n$. However, from (16) we find it cannot be as large as the circumradius $R$ of $P_n$. Comparison of (16), (18) and (17) demonstrates some differences between the Bonnesen-style inequalities for smooth plane curves and the Bonnesen-style inequalities for plane polygonal curves.

4. CONCLUDING REMARKS

The results in sections 2 and 3 suggest that a special class of Schur-convex functions would imply some interesting analytic and geometric isoperimetric inequalities if they are made from the positive solutions of the equation

\[ yy'' = a_0 + a_1 y' + a_2 |y'|^2, \]

(20)

and satisfy the appropriate first order differential inequality. Observe that (20) is a nonlinear second order differential equation with the variable $x$ missing. By a standard technique taught in undergraduate differential equation courses (cf. [2]), set $v = y'$, then $y'' = v \frac{dv}{dy}$. The equation (20) can be written as

\[ \frac{v}{a_0 + a_1 v + a_2 v^2} dv = \frac{1}{y} dy. \]

(21)

One may obtain many important solutions of this differential equation for different choices on the coefficients $a_0$, $a_1$, and $a_2$. For instance,

1) $y = \sin x$, $\cos x$, and $\sinh x$ \hspace{1em} ($a_0 = -1$, $a_1 = 0$, $a_2 = 1$);
2) $y = \cosh x$ \hspace{1em} ($a_0 = 1$, $a_1 = 0$, $a_2 = 1$);
3) $y = \tan x$, $\tanh x$, $\coth x$ \hspace{1em} ($a_0 = 0$, $a_1 = -2$, $a_2 = 2$);
4) $y = \cot x$ \hspace{1em} ($a_0 = 0$, $a_1 = 2$, $a_2 = 2$);
5) $y = x^\alpha$, $\alpha$ is a constant \hspace{1em} ($a_0 = 0$, $a_1 = 0$, $a_2 = \frac{1}{\alpha} - 1$);
6) $y = Ae^{\alpha x} + Be^{-\alpha x}$, $\alpha > 0$, and $B > 0$ are constants \hspace{1em} ($a_0 = 4AB\alpha^2$, $a_1 = 0$, $a_2 = 1$).

In [5], [6], [17] and [18], we have proved many discrete analytic isoperimetric inequalities for a large class of special functions. It turns out that most of them can be derived from inequalities that are associated with Schur-convex functions or Schur-concave functions. As we have learned in [9, ch.8] and as the results have illustrated in this paper, Schur-convexity seems to be a nice and simple idea in the study of geometric isoperimetric inequalities on surfaces of constant curvature.
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