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Abstract. We extend Picard’s theorem on the existence of elliptic solutions of the second kind of linear homogeneous $n^{th}$-order scalar ordinary differential equations with coefficients being elliptic functions (associated with a common period lattice) to linear homogeneous first-order $n \times n$ systems. In particular, the qualitative Floquet-type structure of fundamental systems of solutions in terms of elliptic and exponential functions, polynomials, and Weierstrass zeta functions of the independent variable is determined. Connections with completely integrable systems are mentioned.

In order to set the stage for our extension of Picard’s theorem on the existence of elliptic solutions of the second kind of $n^{th}$-order scalar ordinary differential equations with elliptic coefficients (with a common period lattice) to first-order $n \times n$ systems and an explicit description of the corresponding Floquet-type structure of fundamental systems of solutions, we briefly review Floquet theory for singly periodic $n \times n$ systems.

Denote by $M(n), n \in \mathbb{N},$ the set of $n \times n$ matrices with entries in $\mathbb{C},$ define $GL(n) := \{ A \in M(n) \mid \det(A) \neq 0 \},$ and consider the linear homogeneous system

$$\Psi'(z) = Q(z)\Psi(z), \quad z \in \mathbb{C},$$

(1)

where $\Psi(z) \in GL(n), Q(z) \in M(n),\text{ with }Q(z)\text{ a continuous periodic matrix of period } \Omega \in \mathbb{C}\setminus\{0\},$ that is,

$$Q(z + \Omega) = Q(z), \quad z \in \mathbb{C}. $$

(2)

Concerning (continuously differentiable) fundamental matrices $\Phi(z)$ of solutions of (1), one has the following basic Floquet theorem (see, e.g., [5], Ch. 3, [20], Ch. 4, [30], Ch. 5).

**Theorem 1.** Let $Q(z) \in M(n)$ with $Q(z)$ a continuous periodic matrix of period $\Omega \in \mathbb{C}\setminus\{0\}$. Then (1) admits a fundamental matrix $\Phi(z) \in GL(n)$ of the type

$$\Phi(z) = P(z) \exp(zK), \quad z \in \mathbb{C},$$

(3)

where $P(z) \in GL(n), K \in M(n),\text{ and }P(z)\text{ is continuously differentiable and periodic of period } \Omega,$

$$P(z + \Omega) = P(z), \quad z \in \mathbb{C}. $$

(4)
Moreover, linearly independent solutions $\phi_m(z) \in \mathbb{C}^n$, $1 \leq m \leq n$, of (1), that is, column vectors of (3), are of the type

$$\phi_m(z) = \sum_{k=0}^{n-1} p_{m,k}(z) \exp(z \lambda_{m,k}) z^k,$$

where $\{\lambda_m\}_{1 \leq m \leq n}$ denotes a collection of all eigenvalues (not necessarily distinct) of $K$. In particular, there exists at least one solution $\phi_{m_0}(z)$ of the form

$$\phi_{m_0}(z) = p_{m_0}(z) \exp(z \lambda_{m_0})$$

for some $m_0 \in \{1, \ldots, n\}$ and, if $K$ is diagonalizable, all solutions $\phi_m(z)$ are of this form, that is,

$$\phi_m(z) = p_{m_0,0}(z) \exp(z \lambda_{m_0}), \quad 1 \leq m \leq n.$$

More generally, associated with each distinct eigenvalue $\lambda_r$ of $K$ there exists at least one Floquet solution $\phi_r(z)$ of the form (7).

The existence of polynomials $z^k$, $k \geq 1$, in (5) is in a one-to-one correspondence with the nondiagonalizability of $K$ (i.e., its nontrivial Jordan form), or equivalently, with that of the monodromy matrix $M \in \text{GL}(n)$ defined by

$$M := \Phi(\Omega) = \exp(\Omega K).$$

In particular, the bound

$$k \leq n - 1$$

in (5) is an obvious consequence of the fact that

$$e^{z J_r} = e^{z \lambda} \begin{pmatrix} 1 & z & z^2/2 & \cdots & \frac{z^{r-2}}{(r-2)!} & \frac{z^{r-1}}{(r-1)!} \\ 0 & 1 & z & \cdots & \frac{z^{r-3}}{(r-3)!} & \frac{z^{r-2}}{(r-2)!} \\ \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 & z \\ 0 & 0 & 0 & \cdots & 0 & 1 \end{pmatrix},$$

for $r \times r$ Jordan blocks

$$J_r = \begin{pmatrix} \lambda & 1 & 0 & \cdots & 0 & 0 \\ 0 & \lambda & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & \lambda & 1 \\ 0 & 0 & 0 & \cdots & 0 & \lambda \end{pmatrix} \in M(r).$$

Transforming $K$ into its Jordan normal form in (3) then yields a further well-known simplification of the structure of the solutions in (5); we omit further details (see, e.g., [5], p. 80–81) since they will not be needed in this note.

Traditionally, (3) and (5) are called Floquet representations of the solutions of (1). In contrast to this general terminology we shall call $\phi_{m_0}(z)$ a Floquet solution of (1) if the nontrivial polynomial part in (5) is absent, that is, if $\phi_{m_0}$ is of the form...
in (6). In this case \( \phi_{m_0}(z) \) is reproduced up to a constant multiple if \( z \) is replaced by \( z + \Omega \),

\[
\phi_{m_0}(z + \Omega) = \rho_{m_0} \phi_{m_0}(z), \quad \rho_{m_0} = \exp \{ \Omega \lambda_{m_0,0} \} \in \mathbb{C} \setminus \{0\},
\]

and hence the eigenvalue \( \rho_{m_0} \) of \( M \) is called a Floquet multiplier.

Given these preliminaries we now turn to corresponding first-order systems with elliptic coefficients. Thus, we consider the homogeneous system (1) under the hypothesis that \( Q(z) \in M(n) \) is a nonconstant elliptic matrix, that is, \( Q(z) \) is meromorphic on \( \mathbb{C} \) and doubly periodic with period lattice \( \Lambda \) spanned by \( \Omega_1, \Omega_3 \in \mathbb{C} \setminus \{0\} \), \( \text{Im}(\Omega_1/\Omega_3) \neq 0 \),

\[
Q(z + \Omega_j) = Q(z), \quad j = 1, 3, \quad z \in \mathbb{C}.
\]

(Here we follow the usual terminology \( \Omega_2 = \Omega_1 + \Omega_3 \) and \( \Omega_0 \) (or \( \Omega_4 \)) = 0 such that \( \Omega_0, \Omega_1, \Omega_2, \text{and} \Omega_3 \) represent the vertices of the fundamental period parallelogram.)

Since \( Q(z) \) is periodic with periods \( \Omega_1 \) and \( \Omega_3 \), one can apply Floquet theory, as described in Theorem 1, separately to the \( \Omega_1 \) and \( \Omega_3 \) directions. In particular, this yields fundamental matrices \( \Phi_j(z) \in \text{GL}(n), j = 1, 3 \), of the type

\[
\Phi_j(z) = P_j(z) \exp(zK_j), \quad P_j(z + \Omega_j) = P_j(z), \quad j = 1, 3, \quad z \in \mathbb{C},
\]

assuming without loss of generality that \( z = 0 \) is not a pole of \( Q(z) \). Similarly, \( M_j \in \text{GL}(n), j = 1, 3 \), denote the monodromy matrices

\[
M_j = \exp \{ \Omega_j K_j \}, \quad j = 1, 3.
\]

However, separate Floquet theory in the directions \( \Omega_1 \) and \( \Omega_3 \) is not at all what we have in mind, rather we would like to conclude the existence of some sort of Floquet representation (such as (3)) simultaneously for both directions \( \Omega_1 \) and \( \Omega_3 \). More precisely, we would hope to find some solutions \( \phi_{m_0} \) which are simultaneous Floquet solutions in the \( \Omega_1 \) and \( \Omega_3 \) directions, that is, solutions \( \phi_{m_0}(z) \in \mathbb{C}^n \) satisfying

\[
\phi_{m_0}(z + \Omega_j) = \rho_{m_0,j} \phi_{m_0}(z), \quad \rho_{m_0,j} \in \mathbb{C} \setminus \{0\}, \quad j = 1, 3,
\]

in analogy to (12), and, in general, a fundamental system of solutions extending (3) and (5) with \( P(z) \) an elliptic matrix. As it turns out, the infinite set of poles of \( Q(z) \) (being doubly periodic and nonconstant) renders this problem a formidable one due to the nontrivial underlying monodromy groups. Apparently, Picard, relying on previous work by Hermite, was the first to find a solution to this problem.

Studying linear homogeneous \( n \)-th-order scalar ordinary differential equations of the type

\[
\sum_{m=0}^{n} p_m(z) \psi^{(m)}(z) = 0, \quad p_n(z) = 1, \quad z \in \mathbb{C},
\]

with \( \{p_m(z)\}_{0 \leq m \leq n-1} \) elliptic functions (not all constant to avoid trivialities) associated with the period lattice \( \Lambda \) spanned by \( \Omega_j, j = 1, 3 \), he obtained the following result.

**Theorem 2** (Picard [26], [27], [28], see also [2], p. 182–187, [22], p. 375–376). Assume that (17) has a meromorphic fundamental system of solutions. Then there
exists at least one solution $\phi_{m_0}$ of (17) which is elliptic of the second kind, that is, $\phi_{m_0}(z)$ is meromorphic on $\mathbb{C}$ and

$$\phi_{m_0}(z + \Omega_j) = \rho_{m_0,j} \phi_{m_0}(z), \quad j = 1, 3, \quad z \in \mathbb{C},$$

for some $\rho_{m_0,j} \in \mathbb{C} \setminus \{0\}$. Moreover, if either $M_1$ or $M_3$ has distinct eigenvalues, then there exists a fundamental system $\phi_m(z)$, $1 \leq m \leq n$, of solutions of (17) which are all elliptic of the second kind,

$$\phi_m(z + \Omega_j) = \rho_{m,j} \phi_m(z), \quad j = 1, 3, \quad 1 \leq m \leq n, \quad z \in \mathbb{C},$$

for some $\rho_{m,j} \in \mathbb{C} \setminus \{0\}$.

Here, in obvious notation, $M_j$, $j = 1, 3$, denote the monodromy matrices obtained by rewriting (17) as a first-order system of the type (1).

A look at Theorem 2 reveals that Picard introduced the highly nontrivial assumption of the existence of a meromorphic fundamental system of (1) to enforce trivial monodromy properties of all solutions (which are encoded in the commutativity of $M_1$ and $M_3$, cf. the proof of Theorem 6). What we call Picard’s theorem following the usual convention in [2], p. 182–185, [4], p. 338–343, [19], p. 536–539, and [23], p. 181–189, appears, however, to have a longer history. In fact, Picard’s investigations [26], [27], [28] were inspired by earlier work of Hermite in the special case of Lamé’s equation [21], p. 118–122, p. 266–418, p. 475–478 (see also [3], Sect. 3.6.4, and [29], p. 570–576). Further contributions were made by Mittag-Leffler [24], and Floquet [8], [9], [10]. (Curiously enough, Floquet seems to have worked on the doubly periodic case first and only then developed the singly periodic theory which now bears his name.) Detailed accounts of Picard’s differential equation can be found in [19], p. 532–574, [23], p. 198–288. A typical example satisfying Picard’s hypothesis of a meromorphic fundamental system of solutions is provided by the celebrated Lamé equation $\psi'''(z) + [\lambda - g(g+1)\wp(z)] \psi(z) = 0$, with $\wp(z)$ the elliptic Weierstrass function defined in (23), and $g \in \mathbb{Z}$, $\lambda \in \mathbb{C}$. See, for instance, [12] for a detailed discussion. More generally, it has recently been proven in [15] that $\psi'''(z) + [\lambda + g(z)] \psi(z) = 0$ satisfies Picard’s hypothesis of the existence of a meromorphic fundamental system of solutions if and only if $g$ is a stationary solution of (at least) one of the equations of the Korteweg-de Vries hierarchy.

Even though Picard did mention certain extensions of his result to first-order systems (see, e.g., [18], p. 248–249), apparently he did not seek a Floquet-type representation for systems in the elliptic case. The first to study such a representation seems to have been Fedoryuk who proved the following result.

**Theorem 3** (Fedoryuk [7]). Let $Q(z) \in \mathbb{M}(n)$ with $Q(z)$ an elliptic matrix of periods $\Omega_j \in \mathbb{C} \setminus \{0\}$, $j = 1, 3$, $\text{Im}(\Omega_1/\Omega_3) \neq 0$, and suppose that (1) has a single-valued fundamental matrix of solutions. Then (1) admits a fundamental matrix $\Phi(z) \in \mathbb{GL}(n)$ of the type

$$\Phi(z) = D(z) \exp(zS + \zeta(z)T), \quad z \in \mathbb{C},$$

where $S, T \in \mathbb{M}(n)$, $D(z) \in \mathbb{GL}(n)$, $D(z)$ is doubly periodic,

$$D(z + \Omega_j) = D(z), \quad j = 1, 3, \quad z \in \mathbb{C},$$

with $S \in \mathbb{M}(n)$ of the type (20) or (21).
\( \zeta(z) \) denotes the Weierstrass zeta function associated with the period lattice \( \Lambda \) (cf. (24)), and
\[
S = \frac{1}{\pi i} \left[ \Omega_3 \zeta \left( \frac{\Omega_1}{2} \right) K_3 - \Omega_1 \zeta \left( \frac{\Omega_3}{2} \right) K_1 \right], \quad T = -\frac{\Omega_1 \Omega_3}{2\pi i} (K_3 - K_1).
\]
Moreover, \( K_1 \) and \( K_3 \), and hence \( S \) and \( T \), commute.

**Remark.** Fedoryuk’s representation (20) has the peculiar feature that it seems to stress an apparent essential singularity structure of solutions at \( z = 0 \). Indeed, since \( \zeta(z) \) has a first-order pole at \( z = 0 \), the term \( \exp(\zeta(z)T) \) in (20) exhibits an essential singularity unless \( T \) is nilpotent. Hence, the doubly periodic matrix \( D(z) \), in general, will cancel this essential singularity of \( \exp(\zeta(z)T) \) and therefore cannot be meromorphic, respectively, elliptic. Thus Fedoryuk’s result cannot be considered the natural extension of Picard’s Theorem 2.

In the remainder of this note we shall focus on an alternative to Theorem 3 and derive a generalization of Picard’s theorem to first-order systems with elliptic coefficients which simultaneously describes the Floquet-type representation of the corresponding fundamental systems of solutions.

To facilitate matters we briefly discuss a few facts on the Weierstrass \( \wp(z) \), \( \sigma(z) \), and \( \zeta(z) \) functions associated with the period lattice \( \Lambda \). The Weierstrass \( \wp(z) \) function is defined by (cf. [1], Ch. 18)
\[
\wp(z) := z^{-2} + \sum_{(r, s) \in \mathbb{Z}^2 \setminus \{(0, 0)\}} \left[ (z - r\Omega_1 - s\Omega_3)^{-2} - (r\Omega_1 + s\Omega_3)^{-2} \right],
\]
the Weierstrass zeta function \( \zeta(z) \) by
\[
\zeta'(z) := -\wp(z), \quad \lim_{z \to 0} \left[ \zeta(z) - z^{-1} \right] = 0;
\]
and the Weierstrass sigma function \( \sigma(z) \) by
\[
\frac{\sigma'(z)}{\sigma(z)} := \zeta(z), \quad \lim_{z \to 0} \frac{\sigma(z)}{z} = 1.
\]
We will also need the Legendre relations,
\[
\pi i = \Omega_3 \zeta(\Omega_1/2) - \Omega_1 \zeta(\Omega_3/2)
\]
\[
= \Omega_2 \zeta(\Omega_1/2) - \Omega_1 \zeta(\Omega_2/2)
\]
\[
= \Omega_3 \zeta(\Omega_2/2) - \Omega_2 \zeta(\Omega_3/2)
\]
and the addition relations
\[
\sigma(z + \Omega_j) = -\sigma(z) \exp \{2\zeta(\Omega_j/2) \} \{z + (\Omega_j/2)\}, \quad 1 \leq j \leq 3,
\]
\[
\zeta(z + z_0) = \zeta(z) + \zeta(z_0) + 2^{-1} [\wp'(z) - \wp'(z_0)] \{\wp(z) - \wp(z_0)\}^{-1}, \quad z_0 \in \mathbb{C}.
\]
While \( \wp(z) \) is elliptic with periods \( \Omega_j, j = 1, 3, \) \( \zeta(z) \) is meromorphic on \( \mathbb{C} \) and \( \sigma(z) \) is entire. Moreover, \( \wp(z) \) satisfies the differential equation
\[
\wp''(z) = 6\wp(z)^2 - (g_2/2), \quad g_2 := 60 \prod_{(r, s) \in \mathbb{Z}^2 \setminus \{(0, 0)\}} (r\Omega_1 + s\Omega_3)^{-4}.
\]
Since we shall also need a matrix generalization of (27), we state the following result (\( I_n \in \text{GL}(n) \) denotes the identity matrix in \( \text{M}(n) \)).
Lemma 5. Let $A \in M(n)$, $j = 1, 3$, $z \in \mathbb{C}$. Then

$$
\sigma((z + \Omega_j)I_n + A) = -\sigma(zI_n + A) \exp \left\{ 2\zeta \frac{\Omega_j}{2} (z + \frac{\Omega_j}{2}) I_n + A \right\}.
$$

Proof. If $A$ is diagonalizable, then (30) is obvious from (27). If $A$ is not diagonalizable, approximate $A$ by a sequence of diagonalizable matrices $\{A_n\} \xrightarrow{n \to \infty} A$, or alternatively, replace $A$ by $A + wB$ for an appropriate $B \in M(n)$ such that $A + wB$ is diagonalizable for $w$ in an open set $U \subset \mathbb{C}$ and analytically continue (with respect to $w$) to $w = 0$. \qed

Given these preparations our principal result then reads as follows.

Theorem 6. Let $Q(z) \in M(n)$ with $Q(z)$ elliptic with periods $\Omega_j \in \mathbb{C}\{0\}$, $j = 1, 3$, $\text{Im}(\Omega_1/\Omega_3) \neq 0$, and suppose that (1) has a meromorphic fundamental matrix $\Psi(z) \in \text{GL}(n)$ of solutions. Then (1) admits a fundamental matrix of the type

$$
\Phi(z) = E(z)\sigma(z)^{-1}\sigma \left( zI_n - \frac{\Omega_1\Omega_3}{2\pi i} (K_3 - K_1) \right)
\times \exp \left\{ \frac{z}{\pi i} \left[ \Omega_3\zeta \left( \frac{\Omega_1}{2} \right) K_3 - \Omega_1\zeta \left( \frac{\Omega_3}{2} \right) K_1 \right] \right\}, \quad z \in \mathbb{C},
$$

where $E(z) \in \text{GL}(n)$ is elliptic with periods $\Omega_j$,

$$
E(z + \Omega_j) = E(z), \quad j = 1, 3, \quad z \in \mathbb{C},
$$

and $M_j = \exp(\Omega_j K_j)$, $j = 1, 3$, with $M_1, M_3$ and $K_1, K_3$ commuting matrices,

$$
[M_1, M_3] = 0 = [K_1, K_3].
$$

Moreover, linearly independent solutions $\phi_m(z) \in \mathbb{C}^n$, $1 \leq m \leq n$, of (1), that is, column vectors of (31), are of the type

$$
\phi_m(z) = \sum_{k_1=0}^{n_1} \sum_{k_2=0}^{n_2} \phi_{m,k_1,k_2}(z) \exp(z\mu_{m,k_1,k_2})z^{k_1}\zeta(z)^{k_2},
$$

with the restriction

$$
n_1 + n_2 \leq n - 1.
$$

Here $\{\mu_{m,k_1,k_2}\}_{1 \leq m \leq n, 0 \leq k_1,k_2 \leq n_\ell}$ denotes a collection of all (not necessarily distinct) eigenvalues of $(1/\pi i)\Omega_3\zeta(\Omega_1/2)K_3 - \Omega_1\zeta(\Omega_3/2)K_1$. In particular, there exists at least one solution $\phi_m(z) \in \mathbb{C}^n$ of (1) which is elliptic of the second kind, that is, $\phi_m(z)$ is meromorphic on $\mathbb{C}$ and

$$
\phi_m(z + \Omega_j) = \rho_{m,j}\phi_m(z), \quad j = 1, 3, \quad z \in \mathbb{C}
$$

for some $\rho_{m,j} = \exp(\Omega_j\mu_{m,0,0}) \in \mathbb{C}\{0\}$, $j = 1, 3$. In addition, if all eigenvalues of $M_1$ or $M_3$ are distinct, then there exists a fundamental system of solutions $\{\phi_m(z)\}_{1 \leq m \leq n}$ of (1) with all $\phi_m(z)$ elliptic of the second kind, that is,

$$
\phi_m(z + \Omega_j) = \rho_{m,j}\phi_m(z), \quad j = 1, 3, \quad 1 \leq m \leq n, \quad z \in \mathbb{C},
$$

where $\rho_{m,j} = \exp(\Omega_j\mu_{m,0,0}) \in \mathbb{C}\{0\}$, $j = 1, 3, 1 \leq m \leq n$.\[License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use\]
Proof. For any fundamental matrix $\Psi(z) \in \text{GL}(n)$ of (1) one infers

\begin{equation}
\Psi(z + \Omega_j) = \Psi(z)M_j, \quad M_j = \exp(\Omega_j K_j), \quad j = 1, 3, \quad z \in \mathbb{C}.
\end{equation}

Together with our hypothesis of the existence of a meromorphic fundamental matrix $\tilde{\Psi}(z)$ this yields

\begin{equation}
\tilde{\Psi}(z + \Omega_1 + \Omega_3) = \tilde{\Psi}(z + \Omega_1) M_3 = \tilde{\Psi}(z) M_1 M_3
\end{equation}

and hence (33). Next, define

\begin{equation}
E(z) := \tilde{\Psi}(z) \exp\left( -\frac{z}{\pi i} \left[ \Omega_3 \zeta \left( \frac{\Omega_1}{2} \right) K_3 - \Omega_1 \zeta \left( \frac{\Omega_3}{2} \right) K_1 \right] \right)
\end{equation}

By hypothesis, $E(z)$ is meromorphic. One obtains

\begin{equation}
E(z + \Omega_j) = \tilde{\Psi}(z)M_j \exp\left( -\frac{z + \Omega_j}{\pi i} \left[ \Omega_3 \zeta \left( \frac{\Omega_1}{2} \right) K_3 - \Omega_1 \zeta \left( \frac{\Omega_3}{2} \right) K_1 \right] \right)
\end{equation}

\begin{equation}
\times \sigma \left( (z + \Omega_j) I_n - \frac{\Omega_1 \Omega_3}{2 \pi i} (K_3 - K_1) \right)^{-1} \sigma(z).
\end{equation}

using (38), Lemma 5, the commutativity of $K_1$ and $K_3$, and the Legendre relations (26) (which yield \{\cdots\} = I_n in (41)). Thus, $E(z)$ is elliptic, proving (31) and (32).

Next, let $L_1, L_2 \in \text{M}(n)$, $[L_1, L_2] = 0$ and consider

\begin{equation}
\exp(z_1 L_1) \exp(z_2 L_2)
\end{equation}

\begin{equation}
= \sum_{k_1=0}^{n_1} \sum_{k_2=0}^{n_2} H_{k_1,k_2} \exp(z_1 \lambda_{1,k_1} + z_2 \lambda_{2,k_2}) z_1^{k_1} z_2^{k_2}, \quad z_1, z_2 \in \mathbb{C},
\end{equation}

where \{\lambda_{p,k_p}\}_{0 \leq k_p \leq n_p} denotes a collection of all eigenvalues (not necessarily distinct) of $L_p$, $p = 1, 2$, and $H_{k_1,k_2} \in \text{M}(n)$. Then

\begin{equation}
n_1 + n_2 \leq n - 1.
\end{equation}
Indeed, assume the contrary, that is, suppose that (42) contains a term of the type $H_{k_1,k_2}z_1^{k_1}z_2^{k_2}$ with $k_1 + k_2 \geq n$. Then taking $z_1 = z_2 := z$ in (42) and noting

\[
\exp (zL_1) \exp (zL_2) = \exp (z(L_1 + L_2))
\]

immediately yields a contradiction upon transforming $(L_1 + L_2)$ into its Jordan normal form since (10) permits at most terms of degree $z^{n-1}$ in (44). Since for $\lambda \in \mathbb{C}$,

\[
\zeta \left( z - \frac{\Omega_1\Omega_3}{2\pi i} \right) = \zeta(z) + \text{elliptic},
\]

by (28), a typical Jordan block associated with $\sigma(zI_n - (\Omega_1\Omega_3/2\pi i)(K_3 - K_1))$ is of the type

\[
\sigma \left( z - \frac{\Omega_1\Omega_3}{2\pi i} \right) = \begin{pmatrix}
1 & a_1(z) & a_2(z) & \cdots & a_{r-2}(z) & a_{r-1}(z) \\
0 & 1 & a_1(z) & \cdots & a_{r-3}(z) & a_{r-2}(z) \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & \cdots & 1 & a_1(z) \\
0 & 0 & 0 & \cdots & 0 & 1
\end{pmatrix}, \quad r \leq n,
\]

where

\[
a_s(z) = \sum_{\ell=0}^{s} b_\ell(z) \zeta \left( z - \frac{\Omega_1\Omega_3}{2\pi i} \right)^{\ell}
\]

\[
= \sum_{\ell=0}^{s} c_\ell(z) \zeta(z)^{\ell}, \quad b_s(z) = c_s(z) = 1, \quad b_{s-1}(z) = 0, \quad 1 \leq s \leq r - 1,
\]

with $b_\ell(z), c_\ell(z), 0 \leq \ell \leq s$, elliptic functions and $\lambda$ an eigenvalue of $(K_3 - K_1)$. In order to arrive at (47), we used (cf. (24) and (25))

\[
\sigma^{(s)}(z) = \sigma(z) \sum_{\ell=0}^{s} b_\ell(z) \zeta(z)^{\ell}, \quad b_s(z) = 1, \quad b_{s-1}(z) = 0
\]

together with

\[
f(J_r) = \begin{pmatrix}
f(\lambda) & \frac{f'(\lambda)}{1!} & \cdots & \frac{f^{(r-2)}(\lambda)}{(r-2)!} & \frac{f^{(r-1)}(\lambda)}{(r-1)!} \\
0 & f(\lambda) & \cdots & \frac{f^{(r-3)}(\lambda)}{(r-3)!} & \frac{f^{(r-2)}(\lambda)}{(r-2)!} \\
\vdots & \vdots & \ddots & \ddots & \ddots \\
0 & 0 & \cdots & f(\lambda) & \frac{f(\lambda)}{1!} \\
0 & 0 & \cdots & 0 & f(\lambda)
\end{pmatrix}
\]

for appropriate functions $f$ (cf. (11)) in the first step and (45) in the second step. Moreover, define

\[
\alpha(z) = \sigma \left( z - \frac{\Omega_1\Omega_3}{2\pi i} \right) \sigma(z)
\]

then (27) implies

\[
\alpha(z + \Omega_j) = \alpha(z) \exp \left\{ \frac{\Omega_1\Omega_3}{\pi i} \zeta \left( \frac{\Omega_j}{2} \right) \lambda \right\}, \quad j = 1, 3.
\]
Consequently, (31), (32), (46), (47), and (51) prove (34). Since \( \zeta(z)^r \) is the leading power in \( \zeta \) in \( a_s \), in order to prove the bound (35) it suffices to replace

\[
\sigma(z)^{-1} \left( zI_n - \frac{\Omega_1 \Omega_3}{2\pi i} (K_3 - K_1) \right) \exp \left\{ \frac{z}{\pi i} \left[ \Omega_3 \zeta \left( \frac{\Omega_1}{2} \right) K_3 - \Omega_1 \zeta \left( \frac{\Omega_3}{2} \right) K_1 \right] \right\} 
\rightarrow \exp (\zeta(z)N_{3,1}) \exp \left( \frac{z}{\pi i} \left[ \Omega_3 \zeta \left( \frac{\Omega_1}{2} \right) K_3 - \Omega_1 \zeta \left( \frac{\Omega_3}{2} \right) K_1 \right] \right),
\]

with a nilpotent matrix \( N_{3,1} \in M(n) \) whose Jordan block structure coincides with that of \( (K_3 - K_1) \). The matrix \( N_{3,1} \) needs to be nilpotent so that its only eigenvalue zero avoids exponential terms of the type \( \exp [\zeta(z)\lambda] \) in \( \exp [\zeta(z)N_{3,1}] \) (cf. (10), (11)), since (46) displays no such exponential terms. An application of (42) and (10) to the Jordan blocks of \( \sigma \) of \( \hat{K}_{3,1} \) of \( \hat{K}_1 \) is elliptic of the second kind and hence satisfies (36). Finally, if all eigenvalues of \( K_3 - K_1 \) are elliptic, then \( \hat{K}_{3,1} \) with both \( \hat{K}_{3,1} \) and \( \hat{K}_1 \) being diagonal matrices (see, e.g., [11], p. 223–224). Hence, neither \( \zeta(z) \) nor \( z \) terms will arise in \( \Phi(z) \) proving the last assertion (37).

We conclude with a series of remarks.

Remark 7. (i) If \( M_1 \) or \( M_3 \) has distinct eigenvalues, then, as a consequence of equation (54) with \( V_{3,1} = W_1 \), equation (1) has a fundamental system of solutions \( \Phi_m(z) \in \mathbb{C}^n \) of the form

\[
\Phi_m(z) = c_m(z) \sigma(z)^{-1} \left( z - \frac{\Omega_1 \Omega_3}{2\pi i} k_{3,1,m} \right) \exp \left\{ \frac{z}{\pi i} \Omega_3 \zeta \left( \frac{\Omega_1}{2} \right) k_{3,1,m} \right\}, \quad 1 \leq m \leq n, \quad z \in \mathbb{C},
\]

where \( c_m(z) \) are elliptic with period lattice \( \Lambda \),

\[
c_m(z + \Omega_j) = c_m(z), \quad j = 1, 3, \quad 1 \leq m \leq n, \quad z \in \mathbb{C},
\]

and \( \{k_{3,1,m}\}_{1 \leq m \leq n} \) and \( \{k_{1,m}\}_{1 \leq m \leq n} \) are the eigenvalues of \( (K_3 - K_1) \) and \( K_1 \), respectively.
(ii) In connection with equation (14) one computes

\[
E(z) = P_j(z) \sigma(z) \left( z \Omega_4 - \frac{\Omega_1 \Omega_3}{2 \pi i} (K_3 - K_1) \right)^{-1} 
\]

\[
\times \exp \left\{ -\frac{z}{\pi i} \Omega_r(j) \Omega(\frac{\Omega_r(j)}{2}) (K_3 - K_1) \right\}, \quad r(j) = \begin{cases} 1, & j = 3, \\ 3, & j = 1, \end{cases} \quad z \in \mathbb{C}.
\]

(iii) In the special scalar case (17), the bound (35) is proven in [22], p. 377–378, for \( n = 2 \) and stated (without proof) for \( n \geq 3 \).

(iv) We might note that it is not necessary to assume that \( Q(z) \) is elliptic in Theorem 6. Indeed, if \( Q(z) \) is merely doubly periodic, then the assumption of a meromorphic fundamental matrix \( \Psi(z) \) of solutions of equation (1) then yields that \( Q(z) = \Psi(z) \Psi(z)^{-1} \) is meromorphic and hence elliptic also. It is the additional assumption of a meromorphic fundamental matrix which allows one to go beyond Fedoryuk’s Theorem 3.

(v) It seems worthwhile to note that the highly nontrivial assumption of the existence of a meromorphic fundamental system of solutions of equation (1) in Theorems 2 and 6 appears to be intimately connected with certain infinite-dimensional completely integrable Hamiltonian systems arising in the context of soliton equations (see, e.g., [3], [6], [25]). In fact, in a recent series of papers [12]–[16], the assumption of a meromorphic fundamental system of solutions in the scalar case \( n = 2 \) in (17) led to an explicit characterization of all elliptic solutions of the stationary Korteweg–de Vries (KdV) hierarchy. These papers can be consulted for a variety of explicit examples satisfying the hypothesis of a meromorphic fundamental system of solutions. We expect that Theorem 6 will lead to an analogous characterization of all elliptic solutions of matrix hierarchies of soliton equations including the Gelfand–Dickey hierarchy (see, e.g., [3], [6]). Quite recently, all elliptic solutions of the AKNS hierarchy were characterized in this manner in [17].
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