ON THE DELETED PRODUCT CRITERION FOR EMBEDDABILITY IN $\mathbb{R}^m$
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Abstract. For a space $K$ let $\tilde{K} = \{(x, y) \in K \times K| x \neq y\}$. Let $\mathbb{Z}_2$ act on $\tilde{K}$ and on $S^{m-1}$ by exchanging factors and antipodes respectively. We present a new short proof of the following theorem by Weber: For an $n$-polyhedron $K$ and $m \geq \frac{3(n+1)}{2}$, if there exists an equivariant map $F: \tilde{K} \to S^{m-1}$, then $K$ is embeddable in $\mathbb{R}^m$. We also prove this theorem for a peanian continuum $K$ and $m = 2$. We prove that the theorem is not true for the 3-adic solenoid $K$ and $m = 2$.

1. Introduction and formulation of results

This paper is on a classical problem in topology: find necessary and sufficient conditions for either a compactum or a polyhedron $K$ to be embeddable in $\mathbb{R}^m$ for a given $m$ (cf. [Wu 65], [RS 96]). All embeddings of polyhedra are assumed to be PL. Let $\tilde{K} = \{(x, y) \in K \times K| x \neq y\}$ be the deleted product of $K$. Let $\mathbb{Z}_2$ act on $\tilde{K}$ and on $S^{m-1}$ by exchanging factors and antipodes respectively. If $f: K \to \mathbb{R}^m$ is an embedding, then there exists an equivariant map $\tilde{f}: \tilde{K} \to S^{m-1}$, defined by $\tilde{f}(x, y) = \frac{f(x)-f(y)}{\|f(x)-f(y)\|}$. The existence of an equivariant map $F: \tilde{K} \to S^{m-1}$ implies embeddability of $K$ in $\mathbb{R}^m$ for a Diff $n$-manifold or $n$-polyhedron $K$ and $m \geq \frac{3(n+1)}{2}$ [Hae 63], [We 67] (see also [MS 67], [Har 69], [Hu 88], [SS 92], [Sk 97], [SSS 97]).

For a triangulation $T$ of $K$ denote $\tilde{T} = \{\sigma \times \tau \in T \times T| \sigma \cap \tau = \emptyset\}$. A map $f: K \to \mathbb{R}^m$ is called an almost-embedding (w.r.t. $T$) if $f\sigma \cap f\tau = \emptyset$ for each $\sigma \times \tau \in \tilde{T}$ [FKT 94]. The proof in [We 67] consists of two parts: generalized Whitney construction (from the existence of $F$ follows the existence of an almost-embedding $K \to \mathbb{R}^m$) and generalized van Kampen construction (from the existence of an almost-embedding follows the existence of an embedding $K \to \mathbb{R}^m$). The second (hardest) part contains a mistake [We 67, p.24, lines 9 and 18] which is seemingly just a technical one and can be eliminated using the same ideas. We present a new and shorter proof of this part without relying on Freudenthal’s Suspension Theorem. It is also a direct proof of a corollary of Weber’s theorem.
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Theorem 1.1 ([We 67]). If $K$ is an $n$-polyhedron with a triangulation $T$, $m \geq \frac{3(n+1)}{2}$ and $\varphi : K \rightarrow \mathbb{R}^m$ is a map such that $\varphi_\sigma \cap \varphi_\tau = \emptyset$ for each $\sigma \times \tau \in \hat{T}$, then there is an embedding $f : K \rightarrow \mathbb{R}^m$ such that $f|_f$ is equivariantly homotopic to $\varphi|_f$.

Corollary 1.2 ([We 74]). For an $n$-polyhedron $K$ and $m \geq \frac{3(n+1)}{2}$, if $K$ is quasi-embeddable in $\mathbb{R}^m$ then $K$ is embeddable in $\mathbb{R}^m$.

A polyhedron $K$ is called quasi-embeddable in $\mathbb{R}^m$ if for each triangulation $T$ of it there exists an almost-embedding of $K$ in $\mathbb{R}^m$ (w.r.t. $T$). This definition is non-standard, but equivalent to the standard one.

We prove Theorem 1.1 first under the additional assumption that $\varphi|_\alpha$ is an embedding for each $\alpha \in T$. Note that in the second part of Weber’s proof we already have this assumption. At the end of section 2 we show how to drop it. We use induction on simplices. The induction step is modification of already have this assumption. At the end of section 2 we show how to drop it. We use induction on simplices. The induction step is modification of $\varphi|_{\sigma\cup\tau}$ to an embedding for some $\sigma^p, \sigma^q \in T$ such that $\sigma^p \neq \sigma^q$ and $\sigma^p \cap \sigma^q \neq \emptyset$. Using relative regular neighborhoods [Co 69], we engulf the intersection $\varphi_\sigma \cap \varphi_\tau$ into a PL-ball $D^m$ so that

$$(D^m \cap \varphi(\sigma^p \cup \sigma^q), \partial D^m \cap \varphi(\sigma^p \cup \sigma^q)) \cong \left( D^p \bigcup_{D^r} D^q, \partial D^p \bigcup_{D^r} \partial D^q \right),$$

where $D^r$ is unknotted in $\partial D^p$ and in $\partial D^q$. Then by [Li 65, th.9 and the discussion before its statement] and since $m - 3 \geq p, q$, it follows that $\partial D^p \bigcup_{D^r} \partial D^q$ is unknotted in $\partial D^m$. Therefore we can alter $\varphi$ on $\varphi^{-1} D^m$ to an embedding on $\sigma^p \cup \sigma^q$. So as not to destroy improvements from previous steps, we need general position and hence $m \geq \frac{3(n+1)}{2}$. Our proof does not use Freudenthal’s Suspension theorem; however the dimension restriction $m \geq \frac{3(n+1)}{2}$ is still necessary. For $m = 2n$ this is [FKT 94, 1.5]. For a controlled version of Weber’s theorem and of the above proof, see [RS 97].

A finite 2-polyhedron is embeddable in $\mathbb{R}^2$ if and only if it does not contain any of the three subpolyhedra $K_5, K_{33}, U$ (Figure 1) [Ku 30], [HJ 64], [MS 66] (see also [Th 81], [Sa 91], [Ma 97]). A peanian continuum is embeddable in $\mathbb{R}^2$ if and only if it does not contain any of the four subcontinua $K_5, K_{33}, P', Q'$ (Figure 1; for the description of $P'$ and $Q'$ see §3.1) [Cl 34], [Cl 37]. We prove a corollary of this theorem:

Theorem 1.3 (for graphs and 2-polyhedra see [Wu 65], [SSS 97]). For a peanian continuum $K$, if there exists an equivariant map $F : \hat{K} \rightarrow S^1$, then $K$ is embeddable in $\mathbb{R}^2$.

Example 1.4. For the 3-adic solenoid $\Sigma$, there exists an equivariant map $F : \hat{\Sigma} \rightarrow S^1$, but $\Sigma$ is not embeddable in $\mathbb{R}^2$.

Recall that the 3-adic solenoid is the intersection of an infinite sequence of filled tori, each of them inscribed into the previous one with degree 3. The construction of Example 1.4 is based on the inverse limits technique (cf. [RS 97, example 1.5]).

Conjecture 1.5. There exists a non-planar tree-like continuum $K$ for which there is an equivariant map $\hat{K} \rightarrow S^1$.

2. Proof of Theorem 1.1

We use the notation of [RS 72]. The upper index of a polyhedron shows its dimension. Order simplices of $T$ with respect to increasing dimension. We use
the lexicographic order on $T \times T$. Suppose first that $\varphi|_\alpha$ is an embedding for each $\alpha \in T$. Theorem 1.1 follows from Proposition 2.1 below for $\sigma^p = \sigma^q = (\text{the last simplex of } T)$.

**Proposition 2.1.** For each $\sigma^p \times \sigma^q \in T \times T$ such that $\sigma^p \succeq \sigma^q$ there exists a PL map $f : K \to \mathbb{R}^m$ such that

1. $f\alpha \cap f\beta = \emptyset$ for each $\alpha \times \beta \in \tilde{T}$;
2. $f|_\alpha$ is an embedding for each $\alpha \in T$;
3. $\tilde{f}|_\tilde{P}$ is equivariantly homotopic to $\tilde{\varphi}|_\tilde{P}$;
4. $f\alpha \cap f\beta = f(\alpha \cap \beta)$ for $(\alpha, \beta) < (\sigma^p, \sigma^q)$.

**Proof.** The map $\varphi$ already satisfies (2.1.1)–(2.1.3). We achieve (2.1.4) by induction on $(\sigma^p, \sigma^q)$. Base $\sigma^p = (\text{the first simplex of } T)$ follows by taking $f = \varphi$. Now assume that $f$ satisfies (2.1.1)–(2.1.4). We may assume that $f$ is in general position.

Suppose that $p + q \geq m$ and $\sigma^q \not\subset \sigma^p$ and $\sigma^q \cup \sigma^p$ is not contained in the boundary of some simplex of $T$ (otherwise the inductive step holds either by general position or by the induction hypothesis). Let $D^r = f(\sigma^p \cap \sigma^q)$. By (2.1.2), $D^r$ is a PL-ball.

**Ball Lemma 2.2.** There are PL-balls $D^p, D^q, D^m \subset \mathbb{R}^m$ such that

1. $D^p \subset D^r \cup f\tilde{\sigma}^p$ and $D^q \subset D^r \cup f\tilde{\sigma}^q$;
2. $D^p = D^m \cap f\sigma^p$ and $D^q = D^m \cap f\sigma^q$ are properly embedded in $D^m$;
3. $D^r = \partial D^p \cap \partial D^q$;
4. $D^r$ is unknotted in $\partial D^p$ and in $\partial D^q$;
5. $\Sigma = \text{Cl}(f\sigma^p \cap f\sigma^q) - D^r) \subset D^m \cup D^r$;
6. $D^m \cap X \subset D^r$, where $X = \bigcup f\{\alpha \in T|\alpha \cap \sigma^p = \emptyset \text{ or } \alpha < \sigma^q\}$.
Proof of Proposition 2.1 modulo Ball Lemma 2.2. Take PL-balls $D^p, D^q, D^m$ given by the Ball Lemma. Recall [Li 65, th. 9 and the discussion before its statement]: If $m - 3 \geq p, q$, $S^p, S^q \subset S^m$ and $S^p \cap S^q = D^r$, where $D^r$ is unknotted in $S^p$ and in $S^q$, then $S^p \cup S^q$ is unknotted in $S^m$. Hence we may assume that $\partial D^p \cup \partial D^q \subset \partial D^m$ standardly. By the relative Unknotting Balls Theorem [Ze 66, Corollary 1 to Theorem 9] we may assume that $(D^q, \partial D^q) \subset (D^m, \partial D^m)$ standardly. Hence the embedding $\partial D^p \subset \partial D^m$ can be extended to a new embedding of $D^p$ into $(D^m \setminus D^q) \cup \partial D^p$. By the relative Unknotting Balls Theorem this new embedding is ambiently isotopic to $D^p \subset D^m \setminus \partial D^m$. So there is an isotopy $h_t : D^m \rightarrow D^m \setminus \partial D^m$ such that $D^q \cap h_1 D^p = D^r$. Define a map $f^+ : K \rightarrow \mathbb{R}^m$ as

$$f^+(x) = \begin{cases} h_1(f(x)), & \text{if } f(x) \in D^m \text{ and } x \in \gamma \text{ for some } \gamma \text{ containing } \sigma^p, \\ f(x), & \text{otherwise.} \end{cases}$$

Evidently, $f^+$ satisfies (2.1.1)-(2.1.3). Since $\sigma^p \cup \sigma^q$ is not contained in the boundary of some simplex of $T$, $D^q \cap h_1 D^p = D^r$, and by (2.2.5) and (2.2.6), it follows that $f^+$ satisfies also (2.1.4) for $(\alpha, \beta) \leq (\sigma^p, \sigma^q)$. The induction step is proved.

2.3. Proof of the Ball Lemma.

Preliminary constructions (cf. [We 67, §6a]; see Figure 2). Let us make two conventions on the triangulations. First, for polyhedra $M \supset Z \supset Y$ the notation $R_M(Z, Y)$ means ‘a regular neighborhood of $Z$ rel $Y$ in $M$ in some small triangulation of $\mathbb{R}^m$’, when it first appears, and ‘the regular neighborhood of $Z$ rel $Y$ in $M$’, after the first appearance. Second, regular neighborhoods defining $D^p$, $D^q$ and $D^m$ below should be in restrictions of the same triangulation of $\mathbb{R}^m$. Also, $R_M(Z) = R_M(Z, \emptyset)$. Let $S$ be the link of some $r$-simplex from $D^r$ in some small triangulation of $\mathbb{R}^m$. Then $S$ is a PL $(m - r - 1)$-sphere and $R_{\mathbb{R}^m}(D^r, \partial D^r) \cong S \ast D^r$. By (2.1.2) $R_s(\mathbb{R}^m(D^r, \partial D^r) \cap f\alpha = R_{\mathbb{R}^m}(D^r, \partial D^r)$ goes to $(S \cap f\alpha) * D^r$ under this homeomorphism for each $\alpha \in T$ (for $\alpha \neq \sigma^p \cap \sigma^q$ each of these three sets is empty). Also $S \cap f\alpha$ is a PL $(\dim (S - r - 1)$-ball for each $\alpha \in T, \alpha \supset \sigma^p \cap \sigma^q$.

Take distinct points $a \in (S \cap f\sigma^p) \setminus X$ and $b \in (S \cap f\sigma^q) \setminus X$. Since $m - r - 1 \geq 2$ and $(n - m - r - 1) < m - r - 1$, then by general position there exists an arc $\gamma \subset S$, joining $a$ and $b$, such that $l \cap X = \emptyset, f\sigma^p \cap a = a$ and $f\sigma^q \cap b = b$. Let $\beta = f_s(l) * D^r$. Then $\beta \cap f\sigma^p$ and $\beta \cap f\sigma^q$ are PL $p$- and $q$-balls.

Collapsing Lemma 2.4 (follows from [Co 69, th. 3.1 and add. 3.4]). If $A$ and $F$ are regular neighborhoods of a polyhedron $Z$ in a PL-manifold $M$ rel $Y$ and $A \subset F$, then $F \setminus A$ rel $Y$.

Construction of $D^p$ and $D^q$ (Figure 3). By the induction hypothesis, $f\sigma^p \cap f\sigma^q = f\sigma^p \cap f\sigma^q = f\sigma^p \cap f\sigma^q = D^r$. Hence $\Sigma \subset (f\sigma^p \cap f\sigma^q) \cup D^r$. Both $f\sigma^p$ and $(S * D^r) \cap f\sigma^p = (S \cap f\sigma^p) * D^r$ are regular neighborhoods of $D^r$ rel $D^r$ in $f\sigma^p$. Then by Collapsing Lemma 2.4, $f\sigma^p \setminus (S \cap f\sigma^p) * D^r = R_{S \cap f\sigma^p}$. Both $S \cap f\sigma^p$ and $R_{S \cap f\sigma^p} = (S \cap f\sigma^p) * D^r$ rel $D^r$. Then by Collapsing Lemma 2.4, $S \cap f\sigma^p \setminus R_{S \cap f\sigma^p} = (S \cap f\sigma^p) * D^r \setminus \beta \cap f\sigma^p$ rel $D^r$.

Let $C_1$ be the trail of $\Sigma$ under the above sequence of collapses $f\sigma^p \setminus (S \cap f\sigma^p) * D^r \setminus \beta \cap f\sigma^p$ rel $D^r$.
that is in general position. Let \( D^p = R_{fσ^p}(β \cap fσ^p) \cup C_1, D^r \). Then (2.2.1) and (2.2.4) are true for \( D^p \), and

(2.3.1) \( C_1 \subset fσ^p \);
(2.3.2) \( Σ \subset (β \cap fσ^p) \cup C_1 \);
(2.3.3) \( D^p \) is a PL \( p \)-ball;
(2.3.4) \( C_1 \cap X = \emptyset \);
(2.3.5) \( D^p \cap X \subset D^r \);
(2.3.6) \( C_1 \cap fσ^q = Σ \).

Actually, (2.3.1) and (2.3.2) are obvious. Since \( Σ \subset D^r \cup fσ^p \), it follows that \( C_1 \subset D^r \cup fσ^p \); hence (2.2.1) is true. Since \( fσ^p \) is a PL-manifold and \( fσ^p \setminus (β \cap fσ^p) \cup C_1 \) rel \( D^r \), then \( fσ^p \) is a regular neighborhood of \( (β \cap fσ^p) \cup C_1 \) in \( fσ^p \) rel \( D^r \) [Co 69, th. 9.1]. Then by [Co 69, th. 3.1] there is an isotopy \( G_t : \)
Then (2.2.6) is proved analogously to (2.3.5). (2.3.6) and general position imply

and hence

By \[Al 30\],

Thus and (2.3.4) imply (2.3.5). By definition of relative collapse, \(C_1 \cap D^r = \Sigma \cap D^r\). Therefore, by general position (\(n + (2n - m + 2) \leq m\)), we have (2.3.6).

Analogously we can construct polyhedra \(C_2\) and \(D^q\) such that (2.2.1), (2.2.4) and (2.3.1)-(2.3.6) are true for \(C_1 \rightarrow C_2\) and \(p \rightarrow q\).

Construction of \(D^m\) (Figure 2). Take a PL \((m - r - 1)\)-ball \(B \subset S = (l \cup f^p \cup f^q\)). By [Al 30], \(S - B\) is a PL \((m - r - 1)\)-ball and \(\sigma^m = (\mathbb{R}^m \cup \infty) - \text{Int}(B \ast D^r)\) is a PL \(m\)-ball. By (2.3.1), \(C_1 \cap (S \ast D^r) \subset (S \cap f^p) \ast D^r\). Then \(C_1 \cap \text{Int}(B \ast D^r) = \emptyset\) and hence \(C_1 \subset \sigma^m \cup D^r\). Analogously, \(C_2 \subset \sigma^m \cup D^r\). Then, similarly to the construction of \(D^p\) and \(D^q\), let \(C\) be a trail of \(C_1 \cap C_2\) under a sequence of collapses

\[
\sigma^m \setminus \sigma^m \cap (S \ast D^r) = (S - \hat{B}) \ast D^r \setminus R_S(l) \ast D^r = \beta \text{ rel } D^r
\]

that is in general position. Analogously to (2.3.1)-(2.3.3) it is proved that \(C \subset \sigma^m \cup D^r\), \(C_1 \subset C_2 \subset \beta \cup C\) and \(D^m = R_{\sigma^m}(\beta \cup C, D^r)\) is a PL \(m\)-ball. Analogously to (2.3.4), using (2.3.4) and \(n + (2n - m + 2) < m\), we can prove that \(C \cap X = \emptyset\). Then (2.2.6) is proved analogously to (2.3.5). (2.3.6) and general position imply

\[
C \cap f^p = (C_1 \cup C_2) \cap f^p = C_2 \cup (C_1 \cap f^q) = C_2 \cup \Sigma = C_2.
\]

Analogously \(C \cap f^q = C_1\). Therefore \((\beta \cup C) \cap f^p = (\beta \cap f^p) \cup C_1\) and \((\beta \cup C) \cap f^q = (\beta \cap f^q) \cup C_2\). Therefore, since \(D^p, D^q\) and \(D^m\) are regular neighborhoods \(\text{rel } D^r\) of \((\beta \cap f^p) \cup C_1, (\beta \cap f^q) \cup C_2\) and \(\beta \cup C\) in restrictions of the same triangulation of \(\mathbb{R}^m\) to \(f^p, f^q\) and \(\sigma^m\), we get (2.2.2). By (2.3.2) and the definitions of \(D^p, D^q, \Sigma\),

\[
(\partial D^p - D^r) \cap (\partial D^q - D^r) \subset (f^p - \Sigma) \cap (f^q - \Sigma) = \emptyset.
\]

Hence (2.2.3) is true. By (2.3.1) we have \(\Sigma \subset (\beta \cap f^p) \cup C_1 \subset \beta \cup C \subset D^m \cup D^r\), so (2.2.5) is true. \(\square\)

2.5. Dropping the additional assumption. It suffices to make the following modifications in section 2. Condition (2.1.2) is altered to \(f_{|\alpha}\) is an embedding for each \(\alpha \leq \sigma^p\). Actually, in the proof of Proposition 2.1 we used this weaker property rather than (2.1.2). In the inductive step of Proposition 2.1 we may assume that \(\sigma^q\) is not a proper subset of \(\sigma^p\) (otherwise (2.1.4) for \(\alpha, \beta = (\sigma^p, \sigma^q)\) follows from (2.1.2)). The proof splits into two cases.

In the case \(\sigma^q \not\subset \sigma^p\) the proof is as above. Only the following modifications are necessary. In the proof modulo the Ball Lemma, before construction of \(f^+\), take a function \(\xi : K \rightarrow [0, 1]\) such that \(\xi(D^p) = 1, \xi(x) \neq 0\) only for \(x \in R_K(D^p, D^r) \cap f^{-1}D^m\) and \(\xi\) continuous on \(K - D^r\). The map \(f^+ : K \rightarrow \mathbb{R}^m\) is defined as \(f^+(x) = f(x) + (h_1(f(x)) - f(x))\xi(x)\). Since \(D^r \subset \partial D^m\), then \(fx = h_1x\) on \(f^{-1}D^r\); hence \(f^+\) is continuous.

In the case \(\sigma^q = (\text{the first simplex of }T)\), we need to achieve condition (2.1.2) for \(\alpha = \sigma^q\). We have \((\alpha, \sigma^q) \geq (\sigma^q, \sigma^p)\) if \(\alpha \cap \sigma^p \neq \emptyset\). Take a PL ball \(D^m\) given by the Ball Lemma 2.6 below. By the Unknotting Balls Theorem [Ze 63], the map \(f_{|\sigma^p} : \sigma^p \rightarrow D^m\) is homotopic rel \(\partial \sigma^p\) to an embedding \(h : \sigma^p \rightarrow D^m\). Let
follows that by general position, may assume that $F$.

Since $S$ analogous), suppose to the contrary that $F$.

Let $\{f_n\}$ be a null-sequence of arcs, joining $S$ and $F$.

Proof. Let $C_1 \subset \sigma^p$ be a collapsible polyhedron of dimension at most $2p - m + 1$ containing $S(f_{|\sigma^p})$. Let $C \subset R^m$ be a collapsible polyhedron of dimension at most $2p - m + 2$ containing $f_{C_1}$. Since $(2p - m + 1) + n < m$, by general position it follows that $f^{-1}C = C_1$. From (2.1.1) it follows that $f_{\sigma^p \cap X} = \emptyset$, hence similarly by general position, $C \cap X = \emptyset$. Since $f_{|_{\sigma^p - C_1}}$ is an embedding and $\sigma^p \setminus C_1$, it follows that $C \cup f_{\sigma^p} \setminus C \setminus \ast$. Then $D^m = R_{R^m}(C \cup f_{\sigma^p})$ is the required ball.

3. Planar case

3.1. Construction of Claytor’s continua. Let $P$ and $Q$ be the graphs shown on Figure 4a, b. Let $a$, $b$ and $S$ be two points and a simple closed curve in $P$, shown on Figure 4a. Let $\{P_n\}$ be a null-sequence of copies of $P$, converging to a point $0 \notin \bigcup_{n=1}^{\infty} P_n$. Denote elements of $P_n$, corresponding to $a$, $b$ and $S$, by $a_n$, $b_n$ and $S_n$. Let $\{I_n\}$ be a null-sequence of arcs, joining $b_n \in P_n$ to $a_{n+1} \in P_{n+1}$ and converging to the same point $0 \notin \bigcup_{n=1}^{\infty} I_n$. Then $P' = [0, 1] \cup \bigcup_{n=1}^{\infty} (P_n \cup I_n)$. $Q'$ is defined similarly, replacing $P$ by $Q$ and Figure 4a by Figure 4b.

3.2. Proof of Theorem 1.3. It suffices to prove that there are no equivariant maps $P' \to S^1$ and $Q' \to S^1$. To prove it for $P'$ (for $Q'$ the proof is analogous), suppose to the contrary that $F : P' \to S^1$ is an equivariant map.

Since $S_n$ converges to 0, then for sufficiently great $n$, $F|_{S_n \times 1}$ is ‘close’ to $F|_{0 \times 1}$ and hence inessential. Taking a subsequence of $\{P_n\}$, we may assume that $F|_{S_n \times 1}$ is inessential for each $n$. Since $F|_{S_n \times t}$ is a ‘homotopy’ between $F|_{S_n \times 0}$ and $F|_{S_n \times 1}$, then $F|_{S_n \times 0}$ is inessential, too. Since $S_n$ converges to 0, then for each $n$ and sufficiently great $m(n)$, $F|_{S_n \times S_m(n)}$ is inessential. Taking a subsequence of $\{P_n\}$, we may assume that $F|_{S_n \times S_m}$ is inessential for each $n$, $m$.  

![Figure 4](https://example.com/figure4.png)
Let \( J_n \) be an arc joining \( a_n \) to \( b_n \) and such that \( J_n \cap P_n = \{a_n, b_n\} \). Then \( P_n \cup J_n \cong K_{33} \); hence there is no equivariant map \( \tilde{P}_n \cup J_n \to S^1 \) [Wu 65]. Therefore \( F|_{\tilde{P}_n} \) is not equivariantly extendable over \( \tilde{P}_n \cup S_n \times J_n \cup J_n \times S_n \), and hence \( F|_{S_n \times a_n} \) and \( F|_{S_n \times b_n} \) are not homotopic. In particular, \( F|_{S_n \times a_n} \) and \( F|_{S_n \times b_n} \) cannot be both inessential. But \( F|_{S_n \times a_n} \) and \( F|_{S_n \times b_n} \) are both inessential. Since \( F|_{S_2 \times a_2} \cong F|_{S_2 \times b_2} \cong F|_{S_2 \times a_2} \) point in \( S_1 \), then \( F|_{S_2 \times a_2} \) is inessential. Analogously, \( F|_{S_2 \times b_2} \) is inessential, which is a contradiction.

3.3. Construction of an equivariant map \( \tilde{\Sigma} \to S^1 \). Let \( S^1 = \{ z \in \mathbb{C} \mid |z| = 1 \} \). Define \( p : S^1 \to S^1 \) by \( p(z) = z^3 \). We have

\[
\Sigma = \{ (x_1, x_2, \ldots) \mid x_i \in S^1, px_{i+1} = x_i \}
\]

and

\[
\tilde{\Sigma} = \{ (x_1, y_1, x_2, y_2, \ldots) \mid x_i, y_i \in S^1, px_{i+1} = x_i, py_{i+1} = y_i \text{ for each } i \text{ and } x_n \neq y_n \text{ for some } n \}
\]

with the Tikhonov topology. Let \( \tilde{S}^1_{1-n} = \{ (x, y) \in S^1 \times S^1 \mid \text{dist}(x, y) \geq 4^{-n} \} \). Since for each \( (x_1, y_1, x_2, y_2, \ldots) \in \tilde{\Sigma} \) and each \( i \) we have

\[
\text{dist}(x_{i+1}, y_{i+1}) \geq \frac{1}{3} \text{dist}(x_i, y_i),
\]

there is \( n \) such that \( \text{dist}(x_n, y_n) > 4^{-n} \). Therefore it suffices to construct a sequence of equivariant maps \( r_n : \tilde{S}^1_{1-n} \to S^1 \) such that \( r_n \circ \hat{p} = r_{n+1} \) over \( \hat{p}^{-1}(\tilde{S}^1_{1-n}) \). Then we can define an equivariant map \( r : \tilde{\Sigma} \to S^1 \) by the formula \( r(x_1, y_1, x_2, y_2, \ldots) = r_n(x_n, y_n) \) for sufficiently great \( n \). Since \( \hat{p}\tilde{S}^1_{1-n} \supset \tilde{S}^1_{1-n+1} \) and \( r_n \circ \hat{p} = r_{n+1} \), then \( r \) is well-defined. For each \( z \in \tilde{\Sigma} \) and an open neighborhood \( U \subset S^1 \) of \( r(z) \), take \( n \) such that \( \text{dist}(a_n, b_n) > 4^{-n} \). Then \( \{(x_n, y_n) \in \tilde{S}^1 \mid \text{dist}(x_n, y_n) > 4^{-n} \} \) is an open subset of \( \tilde{S}^1 \), on which \( r_n \) is defined. Hence \( \{(x_1, y_1, x_2, y_2, \ldots) \in \tilde{\Sigma} \mid \text{dist}(x_n, y_n) > 4^{-n} \} \) is an open neighborhood of \( z \) in \( \tilde{\Sigma} \), going to \( U \) under \( r \). Therefore \( r \) is continuous.

We shall construct such maps \( r_n \) successively. Let \( r_1 : \tilde{S}^1_{1/4} \to S^1 \) be an arbitrary equivariant map. Suppose that \( r_{n-1} \) is already constructed. For \( M \subset S^1 \) denote \( A(M) = \{ (x, y) \in S^1 \mid \arg \frac{x}{y} \in M \} \). If \( M \) is an interval with ends \( a, b \), then \( A(M) \) is the annulus with boundary circles \( A(a), A(b) \). By the condition \( r_n = r_{n-1} \circ \hat{p} \) the map \( r_n \) is already defined on the union of the three annuli (white on Figure 5)

\[
A \left[ \frac{1}{3} \cdot \frac{1}{4^n-1} ; \frac{2\pi}{3} - \frac{1}{3} \cdot \frac{1}{4^n-1} \right] \cup A \left[ 2\pi + 3 \cdot \frac{1}{4^n-1} ; \frac{4\pi}{3} - \frac{1}{3} \cdot \frac{1}{4^n-1} \right] \cup A \left[ 4\pi + 3 \cdot \frac{1}{4^n-1} ; 2\pi - \frac{1}{3} \cdot \frac{1}{4^n-1} \right].
\]

Since \( r_n|_{A(\frac{1}{3} \cdot \frac{1}{4^n-1})} \) and \( r_n|_{A(2\pi - \frac{1}{3} \cdot \frac{1}{4^n-1})} \) are homotopic, then

\[
r_{n-1+1}|_{A(\frac{2\pi}{3} - \frac{1}{3} \cdot \frac{1}{4^n-1})} \text{ and } r_{n+1}|_{A(\frac{2\pi}{3} + \frac{1}{3} \cdot \frac{1}{4^n-1})}
\]

are homotopic. Therefore \( r_n \) is extendable over \( A \left[ \frac{2\pi}{3} - \frac{1}{3} \cdot \frac{1}{4^n-1} ; \frac{2\pi}{3} + \frac{1}{3} \cdot \frac{1}{4^n-1} \right] \). Hence \( r_n \) is equivariantly extendable over \( \tilde{S}^1_{1-n} \). We take as \( r_n : \tilde{S}^1_{1-n} \to S^1 \) any such extension.
Figure 5
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