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ABSTRACT. The purpose of the present paper is to prove that the topological degree of the subdifferential of a coercive lower semi-continuous function on a sufficiently large ball in a reflexive Banach space is equal to one.

A well known result of Krasnoselskii [7] says that the degree of the gradient of a coercive potential mapping on a sufficiently large ball in $\mathbb{R}^N$ is equal to one. As Nirenberg pointed out in [8], this result seems intuitively clear, but the proof is not. Many authors had new views of this theorem. See [1], [9]–[11]. The aim of this note is to give a generalization of the degree of a maximal monotone mapping and prove that the topological degree of the subdifferential of a coercive convex function is equal to one on a sufficiently large ball. The main result of this paper is Theorem 5. Its proof is very simple and elementary.

Let us recall the properties of the degree of mappings of class $(S_+)$, as introduced by Browder [4]. See also [3], [6]. Let $E$ be a real reflexive Banach space of dual $E^*$. We can always assume that both $E$ and $E^*$ are locally uniformly convex [12]. The duality pairing between $E^*$ and $E$ is denoted by $(.,.)$. Let $\theta^*$ be the zero element of $E^*$, $J : E \to E^*$ the duality mapping, $\Omega \subset E$ an open bounded subset, and $T : \overline{\Omega} \to E^*$ a demi-continuous operator of class $(S_+)$ (see [4] for a definition); if $\theta^* \notin T(\partial\Omega)$, then there is a topological degree $\deg(T, \Omega, \theta^*)$ satisfying

Theorem 1. (a)

$$\deg(J, \Omega, \theta^*) = \begin{cases} 1, & \text{if } \theta^* \in J(\Omega), \\ 0, & \text{if } \theta^* \notin J(\Omega). \end{cases}$$

(b) If $\deg(T, \Omega, \theta^*) \neq 0$, then $Tx = \theta^*$ has a solution in $\Omega$.

(c) If $\Omega_1, \Omega_2$ are two disjoint open subsets of $\Omega$, then

$$\deg(T, \Omega_1, \theta^*) + \deg(T, \Omega_2, \theta^*) = \deg(T, \Omega_1 \cup \Omega_2, \theta^*).$$

(d) If $\{T_t\}_{[0,1]}$ is a homotopy of class $(S_+)$, and $\theta^* \notin T_t(\partial\Omega)$, then $\deg(T, \Omega, \theta^*)$ doesn’t depend on $t \in [0,1]$.

Now, suppose that $A : D(A) \subseteq E \to 2^{E^*}$ is a maximal monotone operator. Let $A_\lambda = (\lambda J^{-1} + A^{-1})^{-1}$, $R_\lambda = I - \lambda J^{-1} A_\lambda$ be its Yosida approximation and resolvent.
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respectively, and \(T : E \to E^*\) be a demi-continuous bounded operator of class \((S_+)\). We introduce \(\deg(A, D(A) \cap \Omega, \theta^*)\) by means of several lemmas. In what follows “\(\to\)” stands for weak convergence.

**Lemma 2.** If \(x_j \in D(A)\), with \(x_j \to x_0\), and \(\epsilon_j\) is a positive sequence converging to 0 such that \(\theta^* \in (A + \epsilon_jT)x_j\), then \(x_j \to x_0\), and \(\theta^* \in Ax_0\).

**Proof.** By assumption, we have
\[
(\epsilon_jT x_j - \epsilon_iT x_i, x_j - x_i) \leq 0, \forall i, j \geq 1.
\]

Letting \(i \to 0\), we get
\[
\epsilon_j(T x_j, x_j - x_0) \leq 0.
\]

But \(T\) is an operator of class \((S_+)\), so \(x_j \to x_0\), and \(T x_j \to T x_0\). Hence, we get \(x_0 \in D(A)\), and \(\theta^* \in Ax_0\). This completes the proof.

Now, suppose that \(\Omega \cap D(A) \neq \emptyset\), and \(\theta^* \notin Ax\), \(\forall x \in \partial \Omega \cap D(A)\); then by using Lemma 2, we know that there exists \(\epsilon_0 > 0\), such that \(\theta^* \notin (A + \epsilon T)(\partial \Omega)\) for \(\epsilon \in (0, \epsilon_0)\). By adapting the technique in [4], one can show that there exists \(\lambda_0(\epsilon) > 0\), such that
\[
\theta^* \notin (A_\lambda + \epsilon T)(\partial \Omega), \forall \lambda \in (0, \lambda_0(\epsilon)).
\]

Note that \(A_\lambda + \epsilon T\) is a demi-continuous operator of class \((S_+)\), so that the degree \(\deg(A_\lambda + \epsilon T, \Omega, \theta^*)\) is well defined. We show that this degree doesn’t depend on \(\epsilon, \lambda\), and \(T\). Specifically we have:

**Lemma 3.** Let \(T_1, T_2\) be two demi-continuous operators of class \((S_+)\), and \(\lambda_1, \lambda_2 > 0\), \(\epsilon_1, \epsilon_2 > 0\). Then \(\{A t_{\lambda_1} + (1-t)\lambda_2 t_{\epsilon_1} T_1 + (1-t)\epsilon_2 T_2\}_{t \in [0,1]}\) is a homotopy of class \((S_+)\).

The proof of this lemma relies on the following result.

**Lemma 4** (cf. Proposition 3.56 in [2]). If \(\lambda_j \to \lambda\), then \(A_{\lambda_j} x \to A_\lambda x\), for any \(x \in E\).

**Proof of Lemma 3.** Let \(t_j \to t_0\), \(x_j \to x_0\) be such that
\[
\lim_{j \to \infty} (A t_{\lambda_1} + (1-t_j)\lambda_2 x_j + t_j \epsilon_1 T_1 x_j + (1-t_j)\epsilon_2 T_2 x_j, x_j - x_0) \leq 0.
\]

By the monotonicity of \(A_\lambda\) and Lemma 4, we know that
\[
\lim_{j \to \infty} (A t_{\lambda_1} + (1-t_j)\lambda_2 x_j, x_j - x_0) \geq 0.
\]

Consequently
\[
\lim_{j \to \infty} (t_j \epsilon_1 T_1 x_j + (1-t_j)\epsilon_2 T_2 x_j, x_j - x_0) \leq 0.
\]

Since \(\{t \epsilon_1 T_1 + (1-t)\epsilon_2 T_2\}_{t \in [0,1]}\) is a homotopy of class \((S_+)\) (see [4]), it follows that \(x_j \to x_0\), \(T_1 x_j \to T_1 x_0\), \(T_2 x_j \to T_2 x_0\), \(A_{t_{\lambda_1} + (1-t_j)\lambda_2 x_j} \to A_{t_0 t_{\lambda_1} + (1-t_0)\lambda_2 x_0}\). The proof is complete.

The above arguments show that \(\deg(A_\lambda + \epsilon T, \Omega, \theta^*)\) is constant for sufficiently small \(\epsilon, \lambda > 0\) and doesn’t depend on \(T\), so we can define the topological degree \(\deg(A, D(A) \cap \Omega, \theta^*)\) as the common value of \(\deg(A_\lambda + \epsilon T, \Omega, \theta^*)\). In particular the theory applies to the case when \(A = \partial \varphi\), the subdifferential of a proper, convex, and lower semi-continuous function \(\varphi : E \to (-\infty, +\infty)\).
Our main result is the following

**Theorem 5.** Let \( \varphi : D(\varphi) \subseteq E \rightarrow (-\infty, +\infty] \) be a proper lower-semicontinuous convex function such that \( \lim_{\|x\| \to \infty} \varphi(x) = \infty \). Then there exists \( r_0 > 0 \), such that

\[
\deg(\partial \varphi, D(\partial \varphi) \cap B(0, r), \theta^*) = 1,
\]

for any \( r > r_0 \).

**Proof.** Since \( \lim_{\|x\| \to \infty} \varphi(x) = +\infty \), there exists \( x_0 \in E \), such that \( \theta^* \in \partial \varphi(x_0) \). Let \( r_0 > 0 \) be sufficiently large such that \( \theta^* \notin \partial \varphi(x) \) for any \( x \in D(\partial \varphi) \cap \partial B(0, r) \), and any \( r \geq r_0 \).

There exists an \( \epsilon_0 > 0 \), such that

\[
\theta^* \notin \cup_{t \in [0, 1]} \{ t\partial \varphi(x) + \epsilon J(x - x_0) + (1 - t)\epsilon J(x - x_0) \}, \quad \forall x \in D(\partial \varphi) \cap \partial B(0, r), \epsilon \in (0, \epsilon_0).
\]

For each \( \epsilon \in (0, \epsilon_0) \), one can prove by contradiction that there exists \( \lambda_0 > 0 \) with the property

\[
\theta^* \notin \cup_{t \in [0, 1]} \{ t\partial \varphi(x) + \epsilon J(x - x_0) + (1 - t)\epsilon J(x - x_0) \}, \quad \forall \lambda \in (0, \lambda_0).
\]

By (a), (d) of Theorem 1, we know that

\[
\deg(\partial \varphi + \epsilon J, \partial B(0, r), \theta^*) = \deg(J, \partial B(0, r), \theta^*) = 1.
\]

So \( \deg(\partial \varphi, D(\partial \varphi \cap B(0, r)), \theta^*) = 1 \), as desired.

A more general form of Theorem 5 is

**Theorem 6.** Let \( A : D(A) \subseteq E \rightarrow 2^{E^*} \) be a maximal monotone operator, and \( \Omega \subseteq E \) be an open bounded subset with \( \Omega \cap D(A) \neq \emptyset \). Suppose that there exists \( \pi \in \Omega \cap D(A) \), such that \( (f, x - \pi) \geq 0, \forall x \in D(A) \cap \partial \Omega, f \in A x, \text{and} \theta^* \notin Ax, \forall x \in D(A) \cap \partial \Omega \). Then \( \deg(A, \Omega \cap D(A), \theta^*) = 1 \).

The proof of this theorem is similar to that of Theorem 5, and we omit the details.
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