THE CONVERGENCE OF THE FOURIER INTEGRAL
OF A UNIMODAL DISTRIBUTION
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Abstract. We show that the characteristic function of a unimodal probability distribution function can be inverted by the Fourier transform a.e. if and only if the distribution is absolutely continuous. The result complements Khintchine’s criterion for unimodal distributions.

The distribution function $F(x) = \Pr(X \leq x)$ of a random variable $X$ is unimodal with vertex at the origin if $F(x)$ is convex for $x < 0$ and concave for $x > 0$. Some examples of unimodal distributions are: i) the standard normal, exponential and Cauchy probability densities; ii) the class of stable distributions; iii) the class of symmetric infinitely divisible distributions. According to Khintchine’s criterion ([6]), $F$ is unimodal if and only if $X = UZ$ where $U, Z$ are independent random variables and $U$ is uniform on $[0, 1]$, or equivalently, the characteristic function $\varphi(t)$ of $F$ is the integral average over $[0, t]$ of a characteristic function $\psi(t)$. The purpose of this note is to prove the following inversion Theorem for the characteristic function of a unimodal distribution. Medgyessy [8], Dharmadhikari and Kumar [2], and Bertin, Cuculescu and Theodorescu [1] provide an extensive survey on univariate and multivariate unimodal distributions.

Theorem. (a) The Fourier integral of an absolutely continuous unimodal distribution $F$ for $x \neq 0$ is convergent to $(F'(x + 0) + F'(x - 0))/2$, and to $F'(x)$ except for a countable number of points.
   (b) If the Fourier integral of a unimodal distribution is convergent a.e., then it is absolutely continuous.

Proof. Let $\varphi$ be the characteristic function of a unimodal distribution function $F$ on the real line, and define

$$K(x, t) = \begin{cases} t^{-1} & \text{for } 0 < x \leq t < \infty, \\ -t^{-1} & \text{for } -\infty < t \leq x < 0, \\ 0 & \text{otherwise.} \end{cases}$$
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By Khintchine’s criterion ([7, pp. 92–95]), there exists a distribution function \( G \), with characteristic function \( \psi \), such that
\[
\phi(x) = \int_{-\infty}^{\infty} e^{ixy} dF(y) = \frac{1}{x} \int_{0}^{x} \psi(t) dt = F(0) - F(0-0) + \int_{-\infty}^{\infty} e^{ixy} f(y) dy
\]
where
\[
f(y) = \int_{-\infty}^{\infty} K(y, s) dG(s)
\]
for \(-\infty < x, y < \infty\). It follows that \( f \geq 0 \) from (2). It also follows that
\[
\|f\|_1 = 1 - G(0) + G(0-) = 1 - F(0) + F(0-)
\]
using (2) and Fubini’s Theorem together with (1) when \( x = 0 \). Moreover, \( f \) is increasing on \((-\infty, 0)\), decreasing on \((0, \infty)\) by (2), and \( F \) is continuous except for the countable set of the discontinuity points of \( G \), because from (2) we have the following inequalities:
\[
\begin{align*}
f(x) - f(x + t) &\leq \frac{1}{x} (G(x + t) - G(x - 0)), \quad x > 0, \ t > 0, \\
f(x - t) - f(x) &\leq \frac{1}{x - t} (G(x) - G(x - t - 0)), \quad x > 0, \ 0 < t < x, \\
f(x + t) - f(x) &\leq \frac{1}{x} (G(x + t) - G(x - 0)), \quad x < 0, \ 0 < t < -x, \\
f(x) - f(x - t) &\leq \frac{1}{x} (G(x) - G(x - t - 0)), \quad x < 0, \ t > 0.
\end{align*}
\]
Thus, \( f \) is Lebesgue integrable on \((-\infty, \infty)\) and of bounded variation on each finite interval in the complement of the origin. By the Dirichlet-Jordan inversion Theorem ([4, p. 12]), it follows that the Fourier integral of \( f \) is convergent for \( x \neq 0 \). That is
\[
\lim_{r \to \infty} \frac{1}{2\pi} \int_{-r}^{r} e^{-ixt} dt \int_{-\infty}^{\infty} e^{iy} f(y) dy = \frac{f(x+0) + f(x-0)}{2}
\]
for \( x \neq 0 \), where \((f(x+0) + f(x-0))/2 = f(x)\) except for the countable number of the discontinuity points of \( G \).

(a) Suppose \( F \) is absolutely continuous. Then \( F(0) - F(0-) = 0 \) in (1), \( \|f\|_1 = 1 \), and
\[
\phi(t) = \int_{-\infty}^{\infty} e^{iy} f(y) dy, \quad -\infty < t < \infty.
\]
This makes \( F \) the distribution function of the probability density \( f \) by the uniqueness property of characteristic functions and (4). Therefore, the Fourier integral of \( F \), which is identical with that of \( f \) in (3), is convergent to \( f(x) \) except for the countable number of the discontinuity points of \( G \) and possibly the origin.

(b) Next, suppose the Fourier integral of \( F \) is convergent a.e. Then it must be convergent to the derivative \( F'(x) \) a.e., since the Fourier integral of a distribution function is Cesaro summable to its derivative a.e. ([5, p. 153]). Thus,
\[
F'(x) = \lim_{r \to \infty} \frac{1}{2\pi} \int_{-r}^{r} \left(1 - \frac{|t|}{r}\right) e^{-ixt} \phi(t) dt = \lim_{r \to \infty} \frac{1}{2\pi} \int_{-r}^{r} e^{-ixt} \phi(t) dt
\]
a.e. for \(-\infty < x < \infty\). But, the Fourier integral of \( f \) is also convergent to \( f(x) \) a.e. by (3). Hence, \( F(0) - F(0-) = 0 \) in (1), and so (1) reduces to equation (4). Now,
it follows as before that $F$ is the distribution function of the probability density $f$, and therefore absolutely continuous. This completes the proof.

**Corollary.** The characteristic function of an absolutely continuous unimodal distribution can be inverted via its Fourier transform to its probability density function everywhere except possibly for a countable number of points.

The Theorem is also valid for a unimodal distribution $F(x)$ with vertex at $a$, since $F(x + a)$ is a unimodal distribution with vertex the origin. The Corollary is also true for a distribution $F$, which is a countable mixture of absolutely continuous unimodal distributions $F_j$, that is,

$$F(x) = \sum_{j=-\infty}^{\infty} p_j F_j(x), \quad p_j \geq 0, \quad \sum_{j=-\infty}^{\infty} p_j = 1.$$ 
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