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ABSTRACT. We give conditions on a couple of ideal Banach spaces with weights
which are both necessary and sufficient for the Hardy-Littlewood maximal
function to satisfy the two-weighted estimations of weak type, and we consider
a modification of the Hardy-Littlewood maximal function. We also give some
conditions on weights in order for the Hardy-Littlewood maximal function and
the modification under consideration to fulfill the two-weighted estimations of
strong type.

0. Introduction

The general problem of two-weighted estimations of weak type in $L_p$-spaces
for the Hardy-Littlewood maximal function has been solved in [9]. In the case of
Lorentz spaces $L_{p,q}$ a corresponding result has been obtained in [2, 7] (see also [3, 4]).
In order to obtain a positive answer the $A_p$-condition for weights is required in both
cases mentioned. The problem of two-weighted estimations of strong type for the
Hardy-Littlewood maximal function in $L_p$-spaces has been considered in [12]. The
solution is boundedness of the operator of the Hardy-Littlewood maximal function
on the set of the characteristic functions of cubes. Simpler conditions, necessary
and sufficient on a certain class of weights, have been considered by many authors
(see for example [3] or [4]). Among recent papers we should mention [11], where,
for a large class of weights, there are given necessary and sufficient conditions for
boundedness of the weighted fractional maximal operator.

In the present paper we give necessary and sufficient conditions for two-weighed
estimations of weak type for the Hardy-Littlewood maximal function and a modi-
fication in ideal Banach spaces. We also give some conditions on weights assuring
two-weighted estimations of strong type for the Hardy-Littlewood maximal func-
tion and a modification. The obtained results are new even in the case of Orlicz
spaces.

1. Preliminaries

Let $S = S(R^n, \mu)$ be the space of all Lebesgue measurable real-valued functions
on $R^n$ endowed with the topology of convergence in measure on each set of finite
measure. Recall that a Banach subspace $X$ in $S$ is said to be ideal [8] if $x \in X,$
$y \in S$ and $|y| \leq |x|$ a.e. imply $\|y\| \leq \|x\|$. Classical examples of ideal Banach spaces are $L_p$-spaces, Lorentz spaces $L_{p,q}$, Orlicz spaces $L_h$, and symmetric spaces [8].

By $X'$ we denote the ideal Banach space dual (in the sense of Köthe) to $X$, which can be identified with the space of all functionals possessing an integral representation, that is,

$$X' = \left\{ y = S: \|y\|_{X'} = \sup \left\{ \int_{\mathbb{R}^n} |xy|d\mu: \|x\|_X \leq 1 \right\} < \infty \right\}.$$

An ideal Banach space $X$ is said to be minimal if the closed linear span $\{\chi_A: \mu(A) < \infty\}$ is dense in $X$, where $\chi_A$ stands for the characteristic function of the set $A$. In what follows we suppose that all ideal Banach spaces have the Fatou property [8], i.e. the unit balls of these spaces are closed subsets in $S$. Thus if $X$ is an ideal Banach space, then $X = X''$ with equality of the norms.

Let $X$ be an ideal Banach space and let $w$ be a weight, i.e. a positive measurable function on $S$. By $X_w$ we shall denote the ideal Banach space $\{x \in S: w \in X\}$ equipped with the norm $\|x\|_{X_w} = \|w\|_X$. It is easily seen that

$$\tag{1} (X_w)^' = X_{w^{-1}}.$$

If $T: X \to Y$ is a bounded operator between Banach spaces $X$ and $Y$, then we shall say that $T$ is of strong type (between $X$ and $Y$).

**Definition 1.** An operator $T: X \to S$ is said to be of weak type $(X,Y)$ if there exists a constant $C > 0$ such that

$$\tag{2} \|\chi_{D(\lambda,Tx)}\|_Y \leq C\lambda^{-1}\|x\|_X$$

for any $x \in X$ and $\lambda > 0$, where $D(\lambda,f) = \{t \in \mathbb{R}^n: |f(t)| > \lambda\}$.

Note that if $X = L_p$, $Y = L_q$, then (2) is the classical inequality of weak type (see [3, 4]). Since $Y = Y''$ and the inequality

$$\int_{\mathbb{R}^n} |yTx|d\mu \geq \int_{\{t: |Tx| > \lambda\}} \lambda|y|d\mu = \lambda \int_{\mathbb{R}^n} |y\chi_{D(\lambda,Tx)}|d\mu$$

holds for $x \in X$ and $y \in Y'$, it follows that $T$ is of weak type, whenever $T$ is of strong type.

Let $\mathcal{B}$ be a family of cubes in $\mathbb{R}^n$ with sides parallel to the coordinate axes, and let $\varphi: \mathbb{R}_+ \to \mathbb{R}_+$ be an increasing function. Then the Hardy-Littlewood maximal function $M_\varphi$ relative to $\mathcal{B}$ and $\varphi$ is defined on the space of locally integrable functions on $\mathbb{R}^n$ by the formula

$$M_\varphi x(t) = \sup \left\{ \frac{1}{\varphi(|Q|)} \int_{Q} |x|d\mu: Q \in \mathcal{B}, t \in Q \right\},$$

where $|Q|$ denotes the Lebesgue measure of $Q$.

The main problem we are interested in is the following: Let $X,Y$ be ideal Banach spaces and $w,v$ some weights. Under which conditions on $X,Y$ and $\varphi$ is the operator $M_\varphi$ of weak (resp. of strong) type $(X_w,Y_v)$?

Let $\mathcal{Q} = \{Q_i\}$ be a subfamily of $\mathcal{B}$ with $Q_i^0 \cap Q_j^0 = \emptyset$ for $i \neq j$, where $Q_i^0$ denotes the interior of a cube $Q$. The averaging operator relative to $\mathcal{Q}$ and $\varphi$ is defined by

$$T_{\mathcal{Q}} x = \sum_i \left( \frac{1}{\varphi(|Q_i|)} \int_{Q_i} x d\mu \right) \chi_{Q_i}.$$
for \( x \in L^{loc}_1 \). If \( \overline{Q} \) contains only one cube \( Q \), then the corresponding operator is denoted by \( T_Q \).

Let \( X \) and \( Y \) be ideal Banach spaces. We need the following

**Definition 2.** A pair of weights \((w, v)\) is said to be a member of the class \( A_\varphi(X,Y) \) \(((w, v) \in A_\varphi(X,Y))\) if

\[
C_0(\varphi, w, v) = \sup_{Q \in B} \frac{1}{\varphi(|Q|)} \|v\chi_Q\|_Y \|w^{-1}\chi_Q\|_{X'} < \infty.
\]

(3)

Note that if \( X = Y = L_p, \varphi(t) = t \) for \( t > 0 \), then (3) is simply the Muckenhoupt \( A_p \)-condition [3, 4].

2. Results

The following simple result shows that the condition (3) is equivalent to the uniform boundedness of the norms of \( T_Q: X_w \to Y_v \).

**Lemma 2.1** (see also [6]). \((w, v) \in A_\varphi(X,Y)\) if and only if

\[
C = \sup \{ \|T_Q\|_{X_w \to Y_v} : Q \in B \} < \infty;
\]

moreover \( C = C_0(\varphi, w, v) \).

**Definition 3.** A pair of ideal Banach spaces is said to have the property \( G(B) \) \(((X,Y) \in G(B))\) if there exists a constant \( C_1 = C_1(B,X,Y) \) such that

\[
\sum_i \|x\chi_{Q_i}\|_X \|y\chi_{Q_i}\|_{Y'} \leq C_1 \|x\|_X \|y\|_{Y'}
\]

(4)

for any family \( \{Q_i : Q_i \in B\} \) of disjoint cubes and every \( x \in X, y \in Y' \).

If we can take any disjoint measurable sets instead of \( B \) and cubes in the inequality (4), then we shall write \((X,Y) \in G\).

Let us remark that \((L_p, L_q) \in G\) if and only if \( p \leq q \).

**Theorem 2.1.** Assume that \((w, v)\) is a pair of weights and that \((X,Y)\) is a pair of ideal Banach spaces with \((X,Y) \in G(B)\). Then

\[
\sup_{Q} \|T_Q\|_{X_w \to Y_v} < \infty
\]

if and only if \((w, v) \in A_\varphi(X,Y)\).

**Proof.** Necessity follows from Lemma 2.1. In order to prove sufficiency take any \( x \in X_w \) and \( y \in (Y_v)' \). Then, by (1) it follows that

\[
\int yT_Q xd\mu = \sum_i \frac{1}{\varphi(|Q_i|)} \int_{Q_i} (yw^{-1}/v^{-1})d\mu \int_{Q_i} (xw/w)d\mu.
\]

(6)

Duality and the condition \( A_\varphi(X,Y) \) yield

\[
\frac{1}{\varphi(|Q|)} \left( \int_Q gvd\mu \right) \left( \int_Q (f/w)d\mu \right) \leq C_0(\varphi, w, v) \|g\chi_Q\|_{Y'} \|f\chi_Q\|_X
\]

for any \( f \in X \) and \( g \in Y' \). Hence

\[
\int yT_Q xd\mu \leq C_0(\varphi, w, v) \sum_i \|xw\chi_{Q_i}\|_X \|yw^{-1}\chi_{Q_i}\|_{Y'}.
\]
Since \((X,Y) \in G(B)\),
\[
\int yT_x \, d\mu \leq C_0(\varphi, w, v)C_1(B, X, Y)\|x\|_{X_w} \|y\|_{(Y, v)}.
\]
This implies that
\[
\|T_x\|_{X_w \to Y_v} \leq C_0(\varphi, w, v)C_1(B, X, Y),
\]
and the proof is finished.

In the proof of the above theorem the condition \((X,Y) \in G(B)\) was used. Now we give simple sufficient conditions on \(X\) and \(Y\) assuring \((X,Y) \in G(B)\).

Following [8], a Banach space \(X\) is said to satisfy an upper \(p\)-estimate, respectively, lower \(p\)-estimate, for some \(p \in (1, \infty)\) if there exists a constant \(C < \infty\) such that every finite sequence \(\{x_i\}_{i=1}^n\) of disjointly supported elements in \(X\) satisfies
\[
\left\| \sum_{i=1}^n x_i \right\| \leq C \left( \sum_{i=1}^n \|x_i\|^p \right)^{1/p},
\]
respectively,
\[
\left( \sum_{i=1}^n \|x_i\|^p \right)^{1/p} \leq C \left\| \sum_{i=1}^n x_i \right\|.
\]

**Theorem 2.2.** Suppose \(X\) satisfies a lower \(p\)-estimate and \(Y\) satisfies an upper \(q\)-estimate with \(p \leq q\). Then \((X,Y) \in G\).

**Proof.** If \(Y\) satisfies an upper \(q\)-estimate, then by duality (see [8]), it follows that \(Y'\) satisfies a lower \(q'\)-estimate, where, as usual, \(1/q + 1/q' = 1\). Thus, applying Hölder’s inequality, we obtain the desired assertion.

For the classical Orlicz and Lorentz spaces the values of the upper and lower estimates are well known [5, 10]. For the Lorentz spaces \(L_{p,q}\) a corresponding result may be easily obtained by Lemma 2.5 in [2]. Different conditions for inclusion \((X,Y) \in G\) can be found in [1]. Here \((X,Y)\) is a pair of symmetric spaces (Lebesgue, Orlicz, Lorentz, Marcinkiewicz).

**Theorem 2.3.** Let \((X,Y)\) be a pair of ideal Banach spaces with \((X,Y) \in G(B)\). Then the operator \(M_\varphi\) is of weak type \((X_w, Y_v)\) if and only if \((w,v) \in A_\varphi(X,Y)\).

**Proof.** Since \(M_\varphi x \geq T_Q x\) a.e. for any \(x \in X_w\), the necessity of the condition \((w,v) \in A_\varphi(X,Y)\) is obvious.

Now suppose \((w,v) \in A_\varphi(X,Y)\). Take any \(x \in X_w, x \geq 0\) a.e., and put \(y = M_\varphi x\). Then applying the theorem of Besikhtov [2, 3] we can assume that
\[
\{t: y(t) > \lambda\} \subseteq \bigcup_j Q_{ji},
\]
where the first index takes the values \(j = 1, 2, \ldots, 2^n\); \(Q_{jk}^0 \cap Q_{ji}^0 = \emptyset\) for \(i \neq k\) and
\[
\frac{1}{\varphi(|Q_{ji}|)} \int_{Q_{ji}} x \, d\mu > \lambda.
\]
It is not difficult to see that in order to show that \(M_\varphi\) is of weak type \((X_w, Y_v)\) it suffices to prove the uniform boundedness of the norms of the averaging operators.
Thus, by (8) it follows that
\[ K = \sup_{s} \{ \sum_{i} \varphi(|Q_{j}|) \left( \int_{Q_{j}} x \, d\mu \right) \chi_{Q_{j}} : j = 1, 2, \ldots, 2^n \}. \]

But this holds by Theorem 2.1, and the proof is finished.

In order to prove the boundedness of the Hardy-Littlewood maximal function \( M_{\varphi} \) between \( X_{w} \) and \( Y_{v} \), some additional assumptions are needed.

We assume that \( B \) contains dyadic cubes, of side-length bounded by the number \( 2^{k_0} \) (\( k_0 \) is fixed), i.e. \( Q = \prod_{i=1}^{n}[x_i, x_i + 2^k] \), where \( x \in 2^k \mathbb{Z} \) and \( k \leq k_0 \).

**Definition 4.** A family of dyadic cubes is said to be maximal if the interiors of any two different cubes do not intersect each other.

Now let \( \{Q_i : i \in I\} \) be a certain family of cubes in \( B \). By \( \{Q_i : i \in T\} \) we denote a maximal subfamily of \( \{Q_i : i \in I\} \) such that every cube of \( \{Q_i : i \in T\} \) is not contained in any other cube of the family \( \{Q_i : i \in I\} \). Since the side-length of dyadic cubes is bounded by \( 2^{k_0} \), we have
\[
Q^0_i \cap Q^0_j = \emptyset \quad (k, j \in T; k \neq j),
\]
\[
\bigcup \{Q_k : k \in I\} = \bigcup \{Q_k : k \in T\}.
\]

It is obvious that the method of construction of the family \( \{Q_i : i \in T\} \), by using \( \{Q_i : i \in I\} \), is the method of construction of the maximal cubes from \( \{Q_i : i \in I\} \).

In the sequel we suppose that the increasing function \( \varphi : \mathbb{R}_+ \to \mathbb{R}_+ \) satisfies the following conditions:

\[
\varphi \left( \sum_i t_i \right) \leq C \sum_i \varphi(t_i), \quad t_i \in \mathbb{R}_+;
\]

there exist constants \( \gamma, \alpha \in (0, 1) \) such that for \( t_1, t_2 \in \mathbb{R}_+ \)
\[
\frac{\varphi(t_1)}{\varphi(t_2)} \leq \gamma \quad \text{implies} \quad \frac{t_1}{t_2} \leq \alpha.
\]

In fact (8) implies (9). In order to prove this let \( \rho(s) = \sup \{ \varphi(st)/\varphi(t) : t \in \mathbb{R}_+ \} \). Clearly \( \rho \) is increasing and submultiplicative, i.e. \( \rho(st) \leq \rho(s)\rho(t) \) for all \( s, t > 0 \). Thus, by (8) it follows that \( \rho(2) \leq 2c \). Hence \( \rho(s) < \infty \) for all \( s > 0 \). Let \( K = \sup \{ \rho(s) : s \leq 2 \} \) and \( \gamma = \frac{1}{2K} \). We claim that (9) is true with \( \alpha = 1/2 \).

Indeed, if \( t_1 = st_2 \) and \( \varphi(st_2) \leq \gamma \varphi(t_2) \), then \( \rho(s^{-1}) \geq \gamma^{-1} = 2K \). This yields \( s^{-1} > 2 \) and \( s < 0.5 \).

Let us remark that quasi-concave functions satisfy the condition (8) and thus (9).

In what follows \( M \) denotes the classical Hardy-Littlewood maximal function, i.e. \( M = M_{\varphi} \) with \( \varphi(t) = t \) for \( t > 0 \).

**Theorem 2.4.** Let two minimal ideal Banach spaces \( X, Y \) satisfy \( (X, Y) \in G \). If the operator \( M \) is bounded from \( X_w \) into \( X_{w} \), then \( M_{\varphi} \) is of strong type \( (X_{w}, Y_{v}) \) if and only if \( (w, v) \in A_{\varphi}(X, Y) \) and \( \| M_{\varphi} \|_{X_{w} \to Y_{v}} \) does not depend on \( k_0 \).

**Proof.** The necessity of the condition \( (w, v) \in A_{\varphi}(X, Y) \) is obvious. In order to prove sufficiency let us point out that we shall use operators with infinitely many components. The minimality of \( X \) and \( Y \) allow us to consider only a finite number
and then to prove the uniform boundedness of the norms of the restricted operators. This remark will often be used below. Take \( t \in \mathbb{R}_+ \) such that the following holds:

\[
\gamma > C \frac{\rho(2^n)}{t}
\]

with \( C \) from (8).

Now let \( x \in X_w, \ x \geq 0 \) a.e. We put

\[
\Omega_k = \{ s: M_p x > t^k, \ k \in \mathbb{Z} \}.
\]

Each \( \Omega_k \) is the union of certain cubes from \( B \), i.e.

\[
\Omega_k = \{ Q_{ki}: i \in I_k \}.
\]

For each \( k \in \mathbb{Z} \) in \( \{ Q_{ki}: i \in I_k \} \) we choose a maximal subfamily, by the method described above, and denote it by \( \{ Q_{ki}: i \in I_k \} \).

For each \( Q_{ki}, i \in I_k \), let \( E_{ki} = Q_{ki} \setminus \Omega_{k+1} \). We claim that

\[
|E_{ki}| > (1 - \alpha)|Q_{ki}|,
\]

where \( \alpha \) is as in (9). Indeed, by the maximality of \( \{ Q_{ki} \} \), (8) and the structure of \( \Omega_{k+1} \), it follows that

\[
t^k \varphi(2^n|Q_{ki}|) \geq \int_{Q_{ki}} x d\mu \\
\geq \left\{ \sum_{j} \frac{\varphi(|Q_{k+1,j}|)}{\varphi(|Q_{k+1,j}|)} \int_{Q_{k+1,j}} x d\mu : Q_{k+1,j} \subset Q_{ki}, j \in \mathbb{T}_{k+1} \right\} \\
\geq t^{k+1} \left\{ \sum_{j} \varphi(|Q_{k+1,j}|) : Q_{k+1,j} \subset Q_{ki}, j \in \mathbb{T}_{k+1} \right\} \\
\geq C^{-1} t^{k+1} \left\{ \varphi \left( \sum_{j} |Q_{k+1,j}| \right) : Q_{k+1,j} \subset Q_{ki}, j \in \mathbb{T}_{k+1} \right\}.
\]

Hence

\[
\varphi(2^n|Q_{ki}|) \geq C^{-1} t \varphi(|Q_{ki} \cap \Omega_{k+1}|).
\]

This simply yields

\[
C t^{-1} \rho(2^n) \geq \frac{\varphi(|Q_{ki} \cap \Omega_{k+1}|)}{\varphi(|Q_{ki}|)}.
\]

(11) follows from (9) and (10).

Now we define three operators

\[
T_0 y = \sum_{k \in \mathbb{Z}, j \in \mathbb{T}_k} \left( \frac{1}{\varphi(|Q_{kj}|)} \int_{Q_{kj}} y d\mu \right) \chi_{E_{kj}},
\]

\[
T_1 y = \sum_{k \in \mathbb{Z}, j \in \mathbb{T}_k} \left( \frac{1}{|Q_{kj}|} \int_{Q_{kj}} y d\mu \right) \chi_{E_{kj}},
\]

\[
T_2 y = \sum_{k \in \mathbb{Z}, j \in \mathbb{T}_k} \left( \frac{1}{\varphi(|Q_{kj}|)} \int_{E_{kj}} y d\mu \right) \chi_{E_{kj}},
\]
and their duals

\[ T'_0 f = \sum_{k \in \mathbb{Z}, j \in T_k} \left( \frac{1}{\varphi(|Q_{kj}|)} \int_{E_{kj}} f d\mu \right) \chi_{Q_{kj}}, \]

\[ T'_1 f = \sum_{k \in \mathbb{Z}, j \in T_k} \left( \frac{1}{(|Q_{kj}|)} \int_{E_{kj}} f d\mu \right) \chi_{Q_{kj}}, \]

\[ T'_2 = T_2. \]

We have

\[ \|M_\varphi x\|_{Y_v} \leq \left\| \sum_k t^{k+1} \chi_{\Omega_k \setminus \Omega_{k+1}} \right\|_{Y_v} \]

\[ \leq t \left\| \sum_{k \in \mathbb{Z}, j \in T_k} \left( \frac{1}{\varphi(|Q_{kj}|)} \int_{Q_{kj}} \chi_{E_{kj}} \right) \int_{E_{kj}} f d\mu \right\|_{Y_v} = t \|T_0 x\|_{Y_v}. \]

In order to finish the proof it suffices to show that

\[ \|T'_0\|_{(X,w)' \rightarrow (X,w)'} < \infty. \]

Let \( f \geq 0 \) a.e. Then, using (11), we have

\[ T'_0 f = \sum_{k \in \mathbb{Z}, j \in T_k} \left( \frac{1}{\varphi(|Q_{kj}|)} \int_{E_{kj}} f d\mu \right) \chi_{Q_{kj}} \]

\[ = \sum_{k \in \mathbb{Z}, j \in T_k} \left( \frac{|Q_{kj}|}{|E_{kj}|} \frac{1}{\varphi(|Q_{kj}|)|Q_{kj}|} \int_{E_{kj}} \left( \int_{E_{kj}} f d\mu \right) d\mu \right) \chi_{Q_{kj}} \]

\[ \leq \frac{1}{1 - \alpha} \sum_{k \in \mathbb{Z}, j \in T_k} \left( \frac{1}{|Q_{kj}|} \int_{E_{kj}} \left( \sum_{m \in \mathbb{Z}, n \in T_k} \frac{1}{\varphi(|Q_{mn}|)} \int_{E_{mn}} f d\mu \right) \chi_{E_{mn}} d\mu \right) \chi_{Q_{kj}} \]

\[ = \frac{1}{1 - \alpha} T'_1 T'_2 f. \]

Since \( |T_1 y| \leq My \) and \( M \) is a bounded operator from \( X_w \) into \( X_w \), \( T'_1 \) is bounded in \( (X,w)' \). Thus, we obtain

\[ \|T'_0 f\|_{(X,w)'} \leq (1 - \alpha)^{-1} \|T_1\|_{X_w \rightarrow X_w} \|T_2 f\|_{(X,w)'}. \]

Hence \( T'_0 \) is bounded whenever \( T_2 : X_w \rightarrow Y_v \) is bounded as well. But \( T_2 \) is the averaging operator defined by the sets \( E_{kj} \). Similarly as in the proof of Theorem 2.1, one can prove that the operator \( T_2 \) is bounded provided \( (w,v) \in A_\varphi(X,Y) \) and \( (X,Y) \in G \).

This completes the proof.

Remark. Let \( t_0 \in \mathbb{R}^n \) and \( M_\varphi(k_0, t_0) \) be the Hardy-Littlewood maximal function, constructed on cubes \( Q \) with sides \( \leq 2^{k_0} \) and \( Q - t_0 \) (\( Q - t_0 \) is a translation \( Q \) on \( t_0 \)) dyadic cubes. Theorem 2.4 is true for the operator \( M_\varphi(k_0, t_0) \).
Now we remark that $M_{\varphi}(k_0, t_0)x \uparrow M_{\varphi}(\infty, t_0)x$ ($k_0 \uparrow \infty$) and spaces $X$ and $Y$ are minimal. Then Theorem 2.4 is true for the operator $M_{\varphi}(\infty, t_0)$ and the norm of the operator $M_{\varphi}(\infty, t_0)$ does not depend on $t_0$. Here we use the monotone convergence theorem.

Let $M_{\varphi}$ be a Hardy-Littlewood maximal function, constructed on any cubes. Then we have $M_{\varphi}x \geq M_{\varphi}(\infty, t_0)x$ for all $x$.

We can use the arguments of [12, pp. 8–9]. Then we can say for $x \in X_w$ and $\varphi(2^nt) \leq C_3\varphi(t)$ ($t \in \mathbb{R}_+$) that

$$
\|M_{\varphi}x\|_{Y_w} \leq C_4 \sup_{t_0 \in \mathbb{R}^n} \|M_{\varphi}(\infty, t_0)x\|_{Y_w},
$$

where $C_4$ does not depend on $x \in X_w$.

Therefore Theorem 2.4 is true for the Hardy-Littlewood maximal function in any cubes.

**Example 1.** Let $X = L_p$ and let $w$ be a weight satisfying the Muckenhoupt $A_p$-condition. If $Y$ satisfies an upper $q$-estimate with $q \geq p$, then the operator $M_{\varphi}$ is bounded from $(L_p)_w$ into $Y$, if and only if $(w, v) \in A_p(X, Y)$.

**Example 2.** Let $X = L_{h_0}$, $Y = L_{h_1}$ be a couple of Orlicz spaces, constructed by $N$-functions $h_0, h_1$, and

$$
\sup_{t > 0} \sup_{\lambda > 0} \frac{h_0^{-1}(\lambda t)}{h_0^{-1}(t)} \sup_{t > 0} \frac{h_1^{-1}(t)}{h_1^{-1}(\lambda t)} < \infty.
$$

Using Theorem 20 in [1] we have $(L_{h_0}, L_{h_1}) \in G$. Therefore the operator $M_{\varphi}$ is of weak type if and only if

$$
\frac{1}{Q} \varphi(|Q|) \|\chi_{Q} w^{-1}\|_{(L_{h_0}')} \|\chi_{Q} v\|_{L_{h_1}} < \infty.
$$
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