POSITIVITY OF POLARIZATIONS OF $n$-POSITIVE MAPS
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Abstract. It is shown that polarization formulas have explicit matrix representations. This enables us to prove that polarization formulas of $n$-positive maps between $C^*$-algebras are coordinatewise positive.

Introduction

Ando and Choi have characterized completely positive nonlinear maps between $C^*$-algebras (cf. [1]). They have proved that such maps can be represented as the sum of completely positive maps which are mixed homogeneous. In general, positive definite maps need not be completely positive. However, as is shown in [3], this is the case for holomorphic maps defined on commutative $W^*$-algebras. One way of extending the last mentioned result to commutative $C^*$-algebras is to prove that the polarization of any continuous positive definite $k$-homogeneous polynomial is positive definite (this is Question 3 in [3]). In the present paper we show, among other things, that an $n$-polarization of a $(2^n - 1)$-positive map (preserving 0) between $C^*$-algebras is coordinatewise positive. This result is proved with the help of the general matrix representation of polarization formulas for arbitrary maps (preserving 0).

1. Preliminaries

In this section we gather all the facts needed for the proof of the main result.

Let $E$ be a $C^*$-algebra. By $M_n(E)$ we denote the set of $n$-square matrices $a = [a_{ij}]$, where $a_{ij} \in E$. With the obvious matrix multiplication and the $^*$-operation, $M_n(E)$ is a $C^*$-algebra.

Lemma 1 ([2, Lem. 3.1]). An element of $M_n(E)$ is positive if and only if it is a sum of matrices of the form $[a_i^* a_j]$ with $a_1, \ldots, a_n \in E$.

An immediate consequence of Lemma 1 is
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Corollary 2. If $a \geq 0$, then the matrix $A$ of the form
\[
\begin{pmatrix}
0 & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & 0 \\
0 & \cdots & a_{ij} & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & a_{ij} & 0 \\
0 & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & 0 \\
0 & \cdots & 0 & 0 \\
\end{pmatrix}
\]
is positive, where the location of the small matrix is such that the main diagonal of the small matrix is contained in the main diagonal of $A$.

Proof. Having established that the location of the small matrix on the main diagonal of $A$ (counting from the left, upper corner of $A$) starts from position $m$ and ends on position $n$, then, setting $a_{ij} := a_{ij}^{1/2}$ for $m \leq i \leq n$ and $a_{ij} = 0$ otherwise, $A$ equals $[a_{ij}a_{ij}]$, so we can apply Lemma 1.

Corollary 3. If $A \in M_n(E)$ is positive, then the matrix $B \in M_{2n}(E)$ defined by
\[
B = \begin{pmatrix} A & A \\ A & A \end{pmatrix}
\]
is positive.

Proof. If $A \in M_n(E)$ is positive, then by Lemma 1 it is a sum of matrices of the form $[a_{ij}a_{ij}]$. If we then define $b_i = b_{n+i} := a_{ij}$ for $1 \leq i \leq n$, then the matrix $B$ is the sum of matrices of the form $[b_{i}b_{j}]$, where $1 \leq k, l \leq 2n$. So by Lemma 1 it is positive.

Lemma 4 ([2, Lem. 3.2]). A matrix $a = [a_{ij}] \in M_n(E)$ is positive if and only if $\sum_{i,j=1}^{n} x_{i}a_{ij}x_{j} \geq 0$ for all $x_{1}, \ldots, x_{n} \in E$.

Definition. Let $E$ and $F$ be $C^*$-algebras. Then $\phi : E \to F$ is said to be:

(i) **n-positive**, if for every positive $n$-square matrix $[a_{ij}]$ with elements in $E$, the matrix $[\phi(a_{ij})]$ with elements in $F$ is also positive.

(ii) **completely positive**, if it is $n$-positive for every integer $n \geq 1$.

Theorem 5 ([1, Theorem 2]). For any completely positive map $\phi : E \to F$ between $C^*$-algebras there are completely positive maps $\phi_{m,n} : E \to F$ ($m, n = 0, 1, \ldots$) such that
\[
\begin{align*}
\phi(a) &= \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \phi_{m,n}(a) \quad (a \in E) \quad \text{(norm convergence)}, \\
\phi_{m,n}(za) &= z^{m}z^{n}\phi_{m,n}(a) \quad (z \in \mathbb{C}, a \in E).
\end{align*}
\]

2. Homogeneous case

In this section we prove a result concerning the polarization formula for $k$-homogeneous completely positive polynomials.
Definition. Let $E$ and $F$ be $C^*$-algebras and let $\Phi : E \to F$ be an arbitrary map. Then by $\Phi_n^\#$ we denote the map $\Phi_n^\# : E^n \to F$ defined by

$$
\Phi_n^\#(a_1, \ldots, a_n) := \frac{1}{n!} \sum_{i_1=0}^1 \cdots \sum_{i_n=0}^1 (-1)^{n-(i_1+\cdots+i_n)} \Phi(i_1 a_1 + \cdots + i_n a_n).
$$

Theorem 6 ([1, Theorem 5]). If a completely positive map $\phi : E \to F$ is $(m,n)$-mixed homogeneous with $m+n > 0$, i.e.

$$
\phi(za) = z^m \bar{z}^n \phi(a) \quad (z \in \mathbb{C}, a \in E),
$$

then there is a completely positive map $\Phi : E^{m+n} \to F$ such that

$$
\phi(a) = \Phi(a, \ldots, a) \quad (a \in E),
$$

and such that $\Phi(a_1, \ldots, a_{m+n})$ is multi-linear in $(a_1, \ldots, a_m)$ and multi-conjugate-linear in $(a_{m+1}, \ldots, a_{m+n})$.

Proposition 7. Let $\Phi : E \to F$ be a $k$-homogeneous completely positive polynomial. If $k \geq n-1$, then $\Phi_n^\# : E^n \to F$ equals $0$.

Proof. By Theorem 6 there is a completely positive $k$-linear map $\Psi : E^k \to F$ such that

$$
\Phi(a) = \Psi(a, \ldots, a).
$$

Now it is sufficient to prove that for all $a_1, \ldots, a_n$ in $E$ we have

$$
\sum_{i_1=0}^1 \cdots \sum_{i_n=0}^1 (-1)^{n-(i_1+\cdots+i_n)} \Psi(i_1 a_1 + \cdots + i_n a_n, \ldots, i_1 a_1 + \cdots + i_n a_n) = 0.
$$

But, according to the fact that $\Phi$ is $k$-homogeneous, we have

$$
\sum_{i_1=0}^1 \cdots \sum_{i_n=0}^1 (-1)^{n-(i_1+\cdots+i_n)} \Psi(\sum_{s_1=1}^n i_{s_1} a_{s_1}, \ldots, \sum_{s_k=1}^n i_{s_k} a_{s_k}) =
$$

$$
\sum_{i_1=0}^1 \cdots \sum_{i_n=0}^1 (-1)^{n-(i_1+\cdots+i_n)} \sum_{s_1=1}^n \cdots \sum_{s_k=1}^n i_{s_1} \cdots i_{s_k} \Psi(a_{s_1}, \ldots, a_{s_k}) =
$$

$$
\sum_{s_1=1}^n \cdots \sum_{s_k=1}^n \left( \sum_{i_1=0}^1 \cdots \sum_{i_n=0}^1 (-1)^{n-(i_1+\cdots+i_n)} i_{s_1} \cdots i_{s_k} \right) \Psi(a_{s_1}, \ldots, a_{s_k}).
$$

So it is sufficient to show that for all $s_1, \ldots, s_k \in \{1, \ldots, n\}$ we have

$$
\sum_{i_1=0}^1 \cdots \sum_{i_n=0}^1 (-1)^{n-(i_1+\cdots+i_n)} i_{s_1} \cdots i_{s_k} = 0.
$$

But $i_{s_1} \cdots i_{s_k} \neq 0$ iff $i_{s_1} = \cdots = i_{s_k} = 1$, so if $r$ denotes the number of distinct elements of the set $\{s_1, \ldots, s_k\}$ and $\{j_1, \ldots, j_{n-r}\} = \{1, \ldots, n\} \setminus \{s_1, \ldots, s_k\}$, then the left hand side of the above equality, after setting $i_{s_1} = \cdots = i_{s_k} = 1$, takes the form

$$
\sum_{i_1=0}^1 \cdots \sum_{i_{n-r}=0}^1 (-1)^{n-r-(i_{j_1}+\cdots+i_{j_{n-r}})} = \sum_{k_1=0}^1 \cdots \sum_{k_{n-r}=0}^1 (-1)^{n-r-(k_1+\cdots+k_{n-r})}.
$$
Hence taking into account that for every integer \( p \geq 0 \)
\[
\sum_{j_1=0}^{1} \cdots \sum_{j_p=0}^{1} (-1)^{p-(j_1+\cdots+j_p)} = \underbrace{(1-1) \cdots (1-1)}_{p\text{-times}} = 0,
\]
we come to the conclusion.

\[\square\]

3. General case

We begin with a recurrence definition of the sequence of matrices which play a crucial role in the proofs of Theorems 8 and 9.

Let \( E \) and \( F \) be \( C^* \)-algebras. Using a recurrence procedure, we define for every \((a_1, \ldots, a_n) \in E^n, \) the \((2^n - 1)\)-square matrix \( A_n = [a^a_{ij}] \). For \( n = 1 \), we set \( A_1 = [a_1] \). If \( n \geq 2 \), then we put
\[
A_n := D_n + C_n,
\]
where \( D_n \) and \( C_n \) are \((2^n - 1)\)-square matrices given by
\[
D_n = \begin{pmatrix}
(M_1) & (M_2) & 0 \\
(M_3) & (M_4) & 0 \\
0 & 0 & \cdots & 0
\end{pmatrix}
= \begin{pmatrix}
(M_1) \\
(M_3) \\
0 \\
\vdots
\end{pmatrix}
= \begin{pmatrix}
M_1 & M_2 & 0 \\
M_3 & 0 & \cdots & 0
\end{pmatrix}
= \begin{pmatrix}
M_1 \\
M_3 \\
0 \\
\vdots
\end{pmatrix},
\]
and
\[
C_n = \begin{pmatrix}
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 \\
0 & a_n & \cdots & a_n \\
\vdots & \vdots & \ddots & \vdots \\
0 & a_n & \cdots & a_n
\end{pmatrix}
= \begin{pmatrix}
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{pmatrix},
\]
with \( M_1 = M_2 = M_3 = M_4 = A_{n-1} \); \( N \) and \( P \) are \( 2^{n-1} \)-square matrices. Thus \( A_n \) is of the form
\[
A_n = \begin{pmatrix}
(M_1) & (M_2) & 0 \\
(M_3) & 0 & \cdots & 0
\end{pmatrix}.
\]

Our main result can be formulated as follows:

**Theorem 8.** Let \( E \) and \( F \) be \( C^* \)-algebras and let \( \Phi : E \rightarrow F \) be a map such that \( \Phi(0) = 0 \). Then for every \((a_1, \ldots, a_n) \in E^n, \) we have
\[
n! \Phi_n^E (a_1, \ldots, a_n) = \sum_{i,j=1}^{2^{n-1}} (-1)^{i+j+1} \Phi (a^a_{ij}).
\]
Proof. We proceed by induction. Assume that the conclusion holds for integers $1, \ldots, n - 1$. Note that in the expression

$$n! \Phi_n^#(a_1, \ldots, a_n) = \sum_{i_1=0}^{1} \sum_{i_n=0}^{1} (-1)^{n-(i_1+\cdots+i_n)} \Phi(i_1a_1 + \cdots + i_na_n)$$

we can distinguish summands corresponding to $i_n = 1$ and to $i_n = 0$, respectively, i.e.

$$n! \cdot \Phi_n^#(a_1, \ldots, a_n)$$

$$= \sum_{i_1=0}^{1} \sum_{i_{n-1}=0}^{1} (-1)^{n-(i_1+\cdots+i_{n-1}+1)} \Phi(i_1a_1 + \cdots + i_{n-1}a_{n-1} + a_n)$$

$$+ \sum_{i_1=0}^{1} \sum_{i_{n-1}=0}^{1} (-1)^{n-(i_1+\cdots+i_{n-1}+0)} \Phi(i_1a_1 + \cdots + i_{n-1}a_{n-1})$$

$$= \sum_{i_1=0}^{1} \sum_{i_{n-1}=0}^{1} (-1)^{n-1-(i_1+\cdots+i_{n-1})} \Phi(i_1a_1 + \cdots + i_{n-1}a_{n-1} + a_n)$$

$$- \sum_{i_1=0}^{1} \sum_{i_{n-1}=0}^{1} (-1)^{n-1-(i_1+\cdots+i_{n-1})} \Phi(i_1a_1 + \cdots + i_{n-1}a_{n-1})$$

$$= \sum_{i_1=0}^{1} \sum_{i_{n-1}=0}^{1} (-1)^{n-1-(i_1+\cdots+i_{n-1})} \Phi(i_1a_1 + \cdots + i_{n-1}a_{n-1} + a_n) - (n-1)! \cdot \Phi_{n-1}^#(a_1, \ldots, a_{n-1}).$$

Set $b_{i,j}^n = \Phi(a_{i,j}^n)$ and $B_n = [b_{i,j}^n]$. Then, by the assumption $\Phi(0) = 0$, we have

$$B_n = \begin{pmatrix} (Q_1) & (Q_2) & 0 \\ (Q_3) & (T) \\ 0 & \ldots & \end{pmatrix} = \begin{pmatrix} (B_{n-1}) & (B_{n-1}) & 0 \\ (B_{n-1}) & (T) \\ 0 & \ldots & \end{pmatrix},$$

where $Q_1 = Q_2 = Q_3 = B_{n-1}$. Set $I_1 = \{(i,j) : 1 \leq i, j \leq 2^{n-1} - 1\}$, $I_2 = I_1 + (2^{n-1} - 1,0)$, $I_3 = I_1 + (0,2^{n-1} - 1)$, $I_4 = I_1 + (2^{n-1} - 1,2^{n-1} - 1)$ and $J = \{(i,j) : 2^{n-1} - 2 \leq i, j \leq 2^{n-1} - 1\}$. If $(i,j) \in I_1$, then $b_{i,j}^n = b_{i+2^{n-1}-1,j}^n = b_{i,j}^{n-1}$, so

$$\sum_{(i,j) \in I_1 \cup J} (-1)^{i+j} b_{i,j}^n = - \sum_{(i,j) \in I_1} (-1)^{i+j} b_{i,j}^{n-1}.$$

Consequently, by the induction assumption, we have

$$\sum_{(i,j) \in I_1 \cup J} (-1)^{i+j} b_{i,j}^n = -(n-1)! \cdot \Phi_{n-1}^#(a_1, \ldots, a_{n-1}).$$

To end the proof it is sufficient to show that $\sum_{(i,j) \in J} (-1)^{i+j} b_{i,j}^n$ is equal to the first term appearing on the right hand side of (2). Set $\Psi(x) = \Phi(x + a_n) - \Phi(a_n)$
for \( x \in E \) and \( \tilde{b}_{i,j}^{n-1} = \Psi(a_{n-1}^{n-1}) \) for \((i, j) \in I_1\). Then we have

\[
\tilde{b}_{i,j}^{n-1} = b_{i+2n-1,j+2n-1}^{n} - \Phi(a_n), \quad (i, j) \in I_1.
\]

It follows from (1), the induction assumption applied to \( \Psi \) and (3) that

\[
\sum_{i_1=0}^{1} \cdots \sum_{i_{n-1}=0}^{1} (-1)^{n-1-(i_1 + \cdots + i_{n-1})} \Phi(i_1a_1 + \cdots + i_{n-1}a_{n-1} + a_n)
\]

\[
= \sum_{i_1=0}^{1} \cdots \sum_{i_{n-1}=0}^{1} (-1)^{n-1-(i_1 + \cdots + i_{n-1})} (\Phi(i_1a_1 + \cdots + i_{n-1}a_{n-1} + a_n) - \Phi(a_n))
\]

\[
= \sum_{i_1=0}^{1} \cdots \sum_{i_{n-1}=0}^{1} (-1)^{n-1-(i_1 + \cdots + i_{n-1})} \Psi(i_1a_1 + \cdots + i_{n-1}a_{n-1})
\]

\[
= (n-1)! \cdot \Psi_{n-1}^\#(a_1, \ldots, a_{n-1}) = \sum_{(i,j) \in I_1} (-1)^{i+j} \tilde{b}_{i,j}^{n-1}
\]

\[
= \sum_{(i,j) \in I_1} (-1)^{i+j} b_{i,j}^{n} - \sum_{(i,j) \in I_4} (-1)^{i+j} \Phi(a_n)
\]

\[
= \sum_{(i,j) \in I_4} (-1)^{i+j} b_{i,j}^{n} - \Phi(a_n).
\]

Since

\[
\sum_{(i,j) \in I_4 \setminus I_1} (-1)^{i+j} b_{i,j}^{n} = \sum_{k=2^{n-1}}^{2^n-1} (-1)^{k+2^n-1} + \sum_{k=2^{n-1}}^{2^n-2} (-1)^{k+2^n-1} \Phi(a_n) = -\Phi(a_n),
\]

the proof is complete. 

Theorem 8 provides us with a handy tool. Here we have one possible application.

**Theorem 9.** Let \( E \) and \( F \) be \( C^* \)-algebras. Assume that a map \( \Phi : E \to F \) is \((2^n - 1)\)-positive and that \( \Phi(0) = 0 \). Then for all \( a_1, \ldots, a_n \geq 0 \) in \( E \) we have \( \Phi_n^\#(a_1, \ldots, a_n) \geq 0 \).

**Proof.** We preserve the notation from Theorem 8. By induction we show that all the matrices \( A_n \) are positive for \( a_1, \ldots, a_n \geq 0 \).

The case \( n = 1 \) is trivial.

Assume that \( A_{n-1} \) is positive for \( a_1, \ldots, a_{n-1} \geq 0 \) \((n \geq 2)\). Take \( a_n \geq 0 \). Then, by Corollaries 2 and 3, the matrices \( C_n \) and \( D_n \) are positive. Hence so is their sum \( A_n = C_n + D_n \).

Since \( A_n \) is positive and \( \Phi \) is \((2^n - 1)\)-positive, the matrix \( B_n = [\Phi(a_{ij})] \) is positive as well. Set \( X_n = [x, -x, x, -x, \ldots, -x, x] \in E^{2^n-1} \). Then, by Theorem 8 and Lemma 4, we have

\[
x_n \Phi_n^\#(a_1, \ldots, a_n)x_n^* = x_n \sum_{i,j=1}^{2^n-1} (-1)^{i+j} \Phi(a_{ij}^n))x_n^* = X_n B_n (X_n^T)^* \geq 0, \quad x \in F,
\]

which, according to Lemma 4, yields \( \Phi_n^\#(a_1, \ldots, a_n) \geq 0 \). 

\( \square \)
Corollary 10. If $\Phi$ is completely positive and $\Phi(0) = 0$, then $\Phi^\#_n(a_1, \ldots, a_n) \geq 0$ for every integer $n \geq 0$ and for all $a_1, \ldots, a_n \geq 0$.
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