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ABSTRACT. For vibrating strings with concave densities or symmetric single-barrier densities, the ratio \( \lambda_2/\lambda_1 \) of the first two eigenvalues is minimized when the density is constant; while, for vibrating strings with symmetric single-well densities, the ratio \( \lambda_2/\lambda_1 \) is maximized when the density is constant.

1. INTRODUCTION

If a string with a nonnegative integrable density \( \rho(x) \), \( x \in [0,a] \), is fixed at the end points \( x = 0 \) and \( x = a \) under unit tension, then the natural frequencies of vibration of the string are determined by the eigenvalues of the boundary value problem

\[
\frac{d^2}{dx^2} u(x) + \lambda \rho(x) u(x) = 0, \quad u(0) = u(a) = 0.
\]

As is well known, the eigenvalues of (1) form a strictly increasing sequence of positive numbers which depend on the density \( \rho(x) \). We denote them accordingly by

\[
0 < \lambda_1[\rho] < \lambda_2[\rho] < \lambda_3[\rho] < \cdots.
\]

Bounds on ratios of eigenvalues, especially the ratio of the first two eigenvalues, have long been of interest. Let \( E(M,H) \) denote the class of integrable functions satisfying

\[
\int_0^a \rho(x) \, dx = M \quad \text{and the inequalities} \quad 0 \leq \rho(x) \leq H, \quad x \in [0,a].
\]

It was shown by Gentry and Banks [4] that

\[
\min_{\rho \in E(M,H)} \frac{\lambda_2[\rho]}{\lambda_1[\rho]} = \left[ \frac{2z_1(H/M)}{\pi} \right]^2,
\]

where \( z_1(t) \) is the least positive root of the equation \( \tan z = z(1-t) \); and the unique density function \( \rho_0 \) at which this minimum is attained is defined by

\[
\rho_0(x) = \begin{cases} 
0, & M/2H < x < a - M/2H, \\
H, & \text{elsewhere}.
\end{cases}
\]

Keller [5] and Mahar and Willner [7] solved the problem of minimizing and maximizing \( \lambda_2[\rho]/\lambda_1[\rho] \) over the class \( C_\alpha \) of piecewise continuous functions satisfying the inequalities

\[
0 < \alpha \leq \rho(x) \leq 1, \quad x \in [0,a].
\]

They found the extremizing density functions and the corresponding ratios. As in (2), the extremizing density in both
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cases is symmetric about \( x = a/2 \), has two jumps and takes only two values, \( \alpha \) and 1. In a recent paper [3], Ashbaugh and Benguria considered the problem of finding bounds for eigenvalue ratios for general classes of Sturm-Liouville operators. For the vibrating string (1), assuming \( \rho(x) \) is continuous with \( 0 < \alpha \leq \rho(x) \leq 1 \), \( x \in [0, a] \), they established that

\[
\max\{1, 4\alpha\} \leq \frac{\lambda_2[\rho]}{\lambda_1[\rho]} \leq 1 + \frac{3}{\alpha}.
\]

In this paper we are concerned with the ratio of the first two eigenvalues of (1) for certain classes of densities. It is assumed that the density functions are nonnegative and have a positive \( L^1 \)-norm on \([0, a]\). By a symmetric single-well (resp. symmetric single-barrier) density on \([0, a]\) we mean a piecewise continuous function \( \rho(x) \) on \([0, a]\) which is symmetric about \( x = a/2 \) and monotone decreasing (resp. monotone increasing) on \([0, a/2]\). We prove in §3 that if \( \rho(x) \) is a symmetric single-well (resp. symmetric single-barrier) density, then

\[
\frac{\lambda_2[\rho]}{\lambda_1[\rho]} \leq 4 \quad \text{(resp.} \geq 4 \text{)}
\]

with equality if and only if \( \rho(x) \) is a constant a.e. Much of our work in this section is inspired by the work of Ashbaugh and Benguria [2] and Lavine [6] who worked on the eigenvalue gap for Schrödinger operators. We should point out that the minimizing functions found by Gentry and Banks in [4] and by Keller in [5] are symmetric single-well densities, while the maximizing function found by Mahar and Willner in [7] is a symmetric single-barrier density. Finally, in §4 we consider the class of concave densities. We prove that if \( \rho(x) \) is a concave density, then

\[
\frac{\lambda_2[\rho]}{\lambda_1[\rho]} \geq 4
\]

with equality if and only if \( \rho(x) \) is a constant. Our approach is based on some ideas of Lavine [6], where it was shown that for Schrödinger operators on an interval with convex potentials, the gap between the first two eigenvalues is minimized when the potential is a constant.

2. Preliminaries

Let \( u_n(x) \) be the \( n \)th eigenfunction of (1) corresponding to \( \lambda_n[\rho] \), normalized so that

\[
\int_0^a \rho(x)u_n^2(x)\,dx = 1.
\]

It is well known that \( u_n(x) \) has exactly \((n - 1)\) zeros in the open interval \((0, a)\). We may assume that \( u_1(x) > 0 \) on \((0, a)\), and that \( u_2(x) > 0 \) on \((0, x_0)\) and \( u_2(x) < 0 \) on \((x_0, a)\), where \( u_2(x_0) = 0 \). We first note that if \( \rho(x) > 0 \) on \((0, a)\), then \( u_2(x)/u_1(x) \) is strictly decreasing on \((0, a)\). To see this, let \( w(x) = u_1(x)u_2'(x) - u_1'(x)u_2(x) \) so that \([u_2(x)/u_1(x)]' = w(x)/u_1(x)\). By the differential equation, we have

\[
w'(x) = (\lambda_1 - \lambda_2)\rho(x)u_1(x)u_2(x)
\]

which is negative on \((0, x_0)\) and positive on \((x_0, a)\). Since \( w(0) = w(a) = 0 \), this implies that \( w(x) < 0 \) on \((0, a)\). So, \( u_2(x)/u_1(x) \) is strictly decreasing on \((0, a)\). As a result, there are points \( x_\pm \) with

\[
0 \leq x_- < x_0 < x_+ \leq a
\]
We multiply this equation by $u$ (7)

Integrating by parts twice and using the boundary condition was derived by Keller in [5]. In fact, differentiation of the equation we obtain the formula we find that the left-hand side of (7) equals zero. This establishes (5). From (5),

Proof. Consider the one-parameter family of densities $\rho(x, t)$ is a constant a.e.

Next, suppose $\rho(x, t)$ is a one-parameter family of piecewise continuous densities such that $\frac{d}{dt}(x, t)$ exists. Let $\lambda_n(t)$ be the $n$th eigenvalue of (1) with $\rho = \rho(x, t)$, and let $u_n(x, t)$ be the corresponding normalized eigenfunction. The formula

was derived by Keller in [5]. In fact, differentiation of the equation

with respect to $t$ gives

We multiply this equation by $u_n(x, t)$ and integrate with respect to $x$ from 0 to $a$. This gives

where we have used (6) and the normalization condition

Integrating by parts twice and using the boundary condition $u_n(0, t) = u_n(a, t) = 0$, we find that the left-hand side of (7) equals zero. This establishes (5). From (5), we obtain the formula

which is important for our analysis in this paper.

3. Symmetric single-well densities

**Theorem 3.1.** If $\rho(x)$ is a symmetric single-well density on $[0, a]$, then

$$\frac{\lambda_2[\rho]}{\lambda_1[\rho]} \leq 4.$$

The equality holds if and only if $\rho(x)$ is a constant a.e.

Proof. Consider the one-parameter family of densities $\rho(x, t) = t\rho(x) + (1 - t)\varepsilon$, where $0 < t < 1$ and $\varepsilon$ is a positive constant. As in the previous section, we denote by $\lambda_n(t)$ the $n$th eigenvalue of (1) with $\rho = \rho(x, t)$ and by $u_n(x, t)$ the corresponding normalized eigenfunction. For each $t$, since $\rho(x, t)$ is symmetric about $x = a/2$, the
same is true of \( u_1^2(x, t) \) and \( u_2^2(x, t) \) as functions of \( x \). So there are points \( x_\pm(t) \) with
\[
0 < x_-(t) < \frac{a}{2} < x_+(t) < a, \quad x_-(t) + x_+(t) = a
\]
such that
\[
\begin{cases}
  u_2^2(x, t) > u_1^2(x, t) & \text{on } (0, x_-(t)) \cup (x_+(t), a), \\
  u_2^2(x, t) < u_1^2(x, t) & \text{on } (x_-(t), x_+(t))
\end{cases}
\]
by (4). We now show that \( \frac{d}{dt} (\frac{\lambda_2(t)}{\lambda_1(t)}) \leq 0 \) for \( 0 < t < 1 \). From (8), we have
\[
\frac{d}{dt} \left[ \frac{\lambda_2(t)}{\lambda_1(t)} \right] = \frac{\lambda_2(t)}{\lambda_1(t)} \int_0^a \left[ \rho(x) - \varepsilon \right] [u_1^2(x, t) - u_2^2(x, t)] \, dx.
\]
Since \( \rho(x) \) is a symmetric single-well density, we have
\[
\int_0^a \rho(x) [u_1^2(x, t) - u_2^2(x, t)] \, dx = \int_{(0, x_-(t)) \cup (x_+(t), a)} \rho(x) [u_1^2(x, t) - u_2^2(x, t)] \, dx
\]
\[
+ \int_{x_-(t)}^{x_+(t)} \rho(x) [u_1^2(x, t) - u_2^2(x, t)] \, dx
\]
\[
\leq \rho(x_-) \int_0^a [u_1^2(x, t) - u_2^2(x, t)] \, dx
\]
on using (9) and (10). So,
\[
\int_0^a \left[ \rho(x) - \varepsilon \right] [u_1^2(x, t) - u_2^2(x, t)] \, dx \leq \rho(x_-) \int_0^a [u_1^2(x, t) - u_2^2(x, t)] \, dx.
\]
The normalization condition \( \int_0^a (t \rho(x) + (1 - t) \varepsilon) u_1^2(x, t) \, dx = 1 \) gives
\[
\int_0^a [u_1^2(x, t) - u_2^2(x, t)] \, dx = \frac{t}{\varepsilon} \int_0^a \left[ \rho(x) - \varepsilon \right] [u_1^2(x, t) - u_2^2(x, t)] \, dx.
\]
So, by (12), we obtain
\[
\left[ \frac{\rho(x_-) t}{\varepsilon} + (1 - t) \right] \int_0^a \left[ \rho(x) - \varepsilon \right] [u_1^2(x, t) - u_2^2(x, t)] \, dx \leq 0.
\]
Since \( 0 < t < 1 \), this implies that
\[
\int_0^a \left[ \rho(x) - \varepsilon \right] [u_1^2(x, t) - u_2^2(x, t)] \, dx \leq 0
\]
from which it follows that \( \frac{d}{dt} (\frac{\lambda_2(t)}{\lambda_1(t)}) \leq 0 \). Thus, by the continuity of eigenvalues, we obtain
\[
\frac{\lambda_2}{\lambda_1} \leq \frac{\lambda_2(0)}{\lambda_1(0)} = \frac{\lambda_2(\varepsilon)}{\lambda_1(\varepsilon)} = 4.
\]
The equality occurs only if \( \lambda_2(t)/\lambda_1(t) \) is a constant. In this case, the equality holds in (14), and we then have
\[
\int_0^a \rho(x) [u_1^2(x, t) - u_2^2(x, t)] \, dx = \int_0^a [u_1^2(x, t) - u_2^2(x, t)] \, dx = 0
\]
by (13). This together with (11) implies that \( \rho(x) \) is a constant a.e. \( \square \)
There is a corresponding result to Theorem 3.1 for symmetric single-barrier densities which is given in the next theorem. The proof is similar to that of Theorem 3.1.

**Theorem 3.2.** If \( \rho(x) \) is a symmetric single-barrier density on \([0, a]\), then
\[
\frac{\lambda_2[\rho]}{\lambda_1[\rho]} \geq 4.
\]
The equality holds if and only if \( \rho(x) \) is a constant a.e.

It is interesting to give an alternative proof of Theorem 3.1 under the additional hypothesis that the density is differentiable. The argument here is similar to that in Ashbaugh-Benguria \([1]\), where the ratio of the first two eigenvalues of Schrödinger operators with nonnegative potentials was discussed.

Let \( u_n(x) \) be the \( n \)th normalized eigenfunction of (1) corresponding to \( \lambda_n[\rho] \equiv \lambda_n \). Set \( f(x) = u_1^2(x) \) and \( g(x) = [u'_1(x)u_2(x) - u_1(x)u'_2(x)]/u_1(x) \). A direct computation then gives that
\[
\begin{align*}
\rho f'' &= 2 \left( \frac{u'_1}{u_1} \right)^2 - 2\lambda_1 \rho \quad f \equiv w_1 f,
\rho g'' &= (2\lambda_1 - \lambda_2) \rho + 2 \left( \frac{u'_1}{u_1} \right)^2 + \frac{(\lambda_2 - \lambda_1)\rho' u_1 u_2}{u'_1 u_2 - u_1 u'_2} \quad g \equiv w_2 g
\end{align*}
\]
so that
\[
w_2 - w_1 = (4\lambda_1 - \lambda_2) \rho + \frac{(\lambda_2 - \lambda_1)\rho' u_1 u_2}{u'_1 u_2 - u_1 u'_2}.
\]
We compute
\[
\begin{align*}
\int_0^a (w_2 - w_1) u_1^4 dx &= \int_0^a \left( \frac{g''}{g} - \frac{f''}{f} \right) f^2 dx = \int_0^a \frac{f}{g} (f'g' - f'g) dx
\end{align*}
\]
where an integration by parts was used in the third step. It follows that
\[
(4\lambda_1 - \lambda_2) \int_0^a \rho(x) u_1^4(x) dx + (\lambda_2 - \lambda_1) \int_0^a \frac{\rho'(x) u_1^3(x) u_2(x)}{u'_1(x) u_2(x) - u_1(x) u'_2(x)} dx \geq 0.
\]
Since \( \rho(x) \) is a symmetric single-well density, we see that \( \rho'(x)u_2(x) \leq 0 \) on \([0, a]\). Also, it was shown in \( \S2 \) that \( u'_1(x)u_2(x) - u_1(x)u'_2(x) > 0 \) on \((0, a)\). Thus, the second integral in (15) is nonpositive. From this, we obtain the bound \( \lambda_2[\rho]/\lambda_1[\rho] \leq 4 \). The equality occurs only when \( \rho'(x)u_2(x) \equiv 0 \), i.e., only when \( \rho(x) \) is a constant.

**Remark 3.3.** Suppose that \( \rho(x) \) is a continuous, symmetric single-well density on \([0, a]\). Consider \( \rho(x, t) = t\rho(x) + (1-t)\varepsilon \), where \( 0 < t < 1 \) and \( \varepsilon = \frac{1}{a} \int_0^a \rho(x) dx > 0 \). Then by (5),
\[
\frac{d}{dt} \lambda_1(t) = -\lambda_1(t) \int_0^a (\rho(x) - \varepsilon) u_1^2(x, t) dx.
\]
Using \( \int_0^a [\rho(x) - \varepsilon] \, dx = 0 \), the hypothesis of \( \rho(x) \), and the fact that \( u_1(x, t) \) is symmetric about \( x = a/2 \) and monotone increasing on \( [0, a/2] \), it is easy to show that
\[
\int_0^a [\rho(x) - \varepsilon] u_1^2(x, t) \, dx \leq 0.
\]
Hence \( \frac{d}{dt} \lambda_1(t) \geq 0 \). This implies that
\[
\lambda_1[\rho] \geq \lambda_1[\varepsilon] = \frac{\pi^2}{a \int_0^a \rho(x) \, dx}.
\]
Also, if \( \rho(x) \) is uniformly positive, we have from (3) and Theorem 3.1,
\[
\max \left\{ 1, 4 \min \frac{\rho}{\max \rho} \right\} \leq \frac{\lambda_2[\rho]}{\lambda_1[\rho]} \leq 4.
\]
This leads to a lower bound for \( \lambda_2[\rho] \):
\[
\lambda_2[\rho] \geq \frac{\pi^2}{a \int_0^a \rho(x) \, dx} \cdot \max \left\{ 1, 4 \min \frac{\rho}{\max \rho} \right\}.
\]
On the other hand, we have the following bounds for the symmetric single-barrier density \( \rho(x) \):
\[
\lambda_1[\rho] \leq \frac{\pi^2}{a \int_0^a \rho(x) \, dx},
\]
\[
4 \leq \frac{\lambda_2[\rho]}{\lambda_1[\rho]} \leq 1 + 3 \frac{\max \rho}{\min \rho},
\]
\[
\lambda_2[\rho] \leq \frac{\pi^2}{a \int_0^a \rho(x) \, dx} \cdot \left\{ 1 + 3 \frac{\max \rho}{\min \rho} \right\}.
\]

4. Concave densities

We now turn to the consideration of (1) in the case where \( \rho(x) \) is concave. Our main result is:

**Theorem 4.1.** If \( \rho(x) \) is a concave density on \([0, a]\), then
\[
\frac{\lambda_2[\rho]}{\lambda_1[\rho]} \geq 4
\]
with equality if and only if \( \rho(x) \) is a constant.

We will first consider the linear case and then handle the general case. We begin with a lemma.

**Lemma 4.2.** If \( g \) is three times differentiable and \( u \) satisfies
\[
u''(x) + \lambda \rho(x) u(x) = 0, \quad 0 \leq x \leq a, \quad u(0) = u(a) = 0,
\]
where \( \rho \) is differentiable, then
\[
g(a)u'(a)^2 - g(0)u'(0)^2 = \int_0^a \left[ 2\lambda g'(x) \rho(x) + \lambda g(x) \rho'(x) + \frac{1}{2} g''(x) \right] u^2(x) \, dx.
\]
Proof. We have
\[ g(a)u'(a)^2 - g(0)u'(0)^2 = \int_0^a \frac{d}{dx}[g(x)[u'(x)^2 + \lambda \rho(x)u^2(x)]] \, dx \]
\[ = \int_0^a \{g'(x)[u'(x)^2 + \lambda \rho(x)u^2(x)] + \lambda g(x)\rho'(x)u^2(x)\} \, dx \]
and
\[ 0 = \int_0^a \frac{d}{dx}[g'(x)u'(x)u(x)] \, dx \]
\[ = \int_0^a g'(x)[u'(x)^2 - \lambda \rho(x)u^2(x)] \, dx + \int_0^a g''(x)u'(x)u(x) \, dx \]
\[ = \int_0^a g'(x)[u'(x)^2 - \lambda \rho(x)u^2(x)] \, dx - \frac{1}{2} \int_0^a g'''(x)u^2(x) \, dx. \]
Combining these gives the desired result. \( \square \)

**Lemma 4.3.** Consider the one-parameter family of linear densities \( \rho(x, t) = tx + b \), where \( t > 0 \) and \( b \) is a positive constant. Let \( \lambda_n(t) \) be the \( n \)th eigenvalue of (1) with \( \rho = \rho(x, t) \). Then the ratio \( \lambda_2(t)/\lambda_1(t) \) is a strictly increasing function of \( t \).

Proof. By (8),
\[ \frac{d}{dt} \left[ \frac{\lambda_2(t)}{\lambda_1(t)} \right] = \frac{\lambda_2(t)}{\lambda_1(t)} \int_0^a x[u_1^2(x, t) - u_2^2(x, t)] \, dx. \]
So, it suffices to show that
\[ \langle x(t) \rangle = \int_0^a x[u_1^2(x, t) - u_2^2(x, t)] \, dx > 0 \quad \text{for all } t > 0. \]
Taking \( g(x) = x \) in Lemma 4.2, we get
\[ au_n'(a, t)^2 = \lambda_n(t) \int_0^a (3tx + 2b)u_n^2(x, t) \, dx, \]
and, with \( g(x) = x^2 \),
\[ a^2u_n'(a, t)^2 = \lambda_n(t) \int_0^a (5tx^2 + 4bx)u_n^2(x, t) \, dx. \]
So,
\[ 5t \int_0^a x^2u_n^2(x, t) \, dx = (3at - 4b) \int_0^a xu_n^2(x, t) \, dx + 2ab \int_0^a u_n^2(x, t) \, dx. \]
The normalization condition makes
\[ \int_0^a u_n^2(x, t) \, dx = \frac{1}{b} - \frac{t}{b} \int_0^a xu_n^2(x, t) \, dx. \]
So, by (17),
\[ \int_0^a x^2u_n^2(x, t) \, dx = \frac{2a}{5t} + \frac{at - 4b}{5t} \int_0^a xu_n^2(x, t) \, dx. \]
It follows that

\begin{equation}
\int_0^a \left[ u_1^2(x, t) - u_2^2(x, t) \right] dx = -\frac{t}{b} \langle x(t) \rangle, \tag{18}
\end{equation}
\begin{equation}
\int_0^a x^2 \left[ u_1^2(x, t) - u_2^2(x, t) \right] dx = \frac{at - 4b}{5t} \langle x(t) \rangle. \tag{19}
\end{equation}

To prove (16), we first note that \( \langle x(t) \rangle \neq 0 \) for all \( t > 0 \). For, if for some \( t \), \( \langle x(t) \rangle = 0 \), then by (18) and (19), we would have

\begin{equation}
\int_0^a (Ax^2 + Bx + C) \left[ u_1^2(x, t) - u_2^2(x, t) \right] dx = 0
\end{equation}

where \( A, B \) and \( C \) are arbitrary constants. This is impossible because there are points \( x_{\pm}(t) \) with \( 0 \leq x_-(t) < x_0(t) < x_+(t) \leq a \) such that

\begin{equation}
\begin{cases}
    u_1^2(x, t) - u_2^2(x, t) < 0 \text{ on } (0, x_-(t)) \cup (x_+(t), a), \\
    u_1^2(x, t) - u_2^2(x, t) > 0 \text{ on } (x_-(t), x_+(t))
\end{cases}
\end{equation}

by (4). Thus, \( \langle x(t) \rangle \neq 0 \) for all \( t > 0 \), and so, by the continuity of \( \langle x(t) \rangle \), either \( \langle x(t) \rangle > 0 \) for all \( t \) or \( \langle x(t) \rangle < 0 \) for all \( t \).

Now, suppose on the contrary that \( \langle x(t) \rangle < 0 \) for all \( t \). Then by (18) and (19), we see that for \( t < \frac{4b}{a} \),

\begin{equation}
\int_0^a (Ax^2 + Bx + C) \left[ u_1^2(x, t) - u_2^2(x, t) \right] dx < 0 \tag{21}
\end{equation}

where \( A < 0, B > 0 \) and \( C \leq 0 \). But choosing

\[ Ax^2 + Bx + C = -[x - x_-(t)][x - x_+(t)] \]

and using (20), we find that the integral in (21) is positive. This leads to a contradiction, and (16) is proved.

We also obtain from Lemma 4.3 the result that for \( t > 0 \), the ratio

\[ \frac{\lambda_2[x + t]}{\lambda_1[x + t]} = \frac{\lambda_2[x] + 1}{\lambda_1[x] + 1} \]

is a strictly decreasing function of \( t \). So,

\[ \frac{\lambda_2[x]}{\lambda_1[x]} > \frac{\lambda_2[x + t]}{\lambda_1[x + t]} > 4. \]

It is clear that if the density \( \rho(x) \) in (1) is replaced by the density function \( \tilde{\rho}(x) = \rho(a - x) \), then the eigenvalues of (1) remain unchanged. Thus, we have the following result:

**Lemma 4.4.** If the linear density \( mx + b \) is positive on \((0, a)\), where \( m \in \mathbb{R} \) and \( b \geq 0 \), then

\[ \frac{\lambda_2[mx + b]}{\lambda_1[mx + b]} \geq 4. \]

The equality holds if and only if \( m = 0 \).
We are now ready to prove Theorem 4.1.

Proof. By Lemma 4.4, we need only show that if \( \rho(x) \) is concave but not linear, there is a linear density with a smaller ratio. Let \( u_n(x) \) be the \( n \)th normalized eigenfunction corresponding to \( \lambda_n[\rho] \). Then there are points \( x_\pm \) such that (4) holds. Let \( L_\rho(x) \) be the linear function satisfying \( L_\rho(x_\pm) = \rho(x_\pm) \). Since \( \rho(x) \) is concave and not linear, it follows that

\[
(22) \quad \int_0^a [L_\rho(x) - \rho(x)] [u_1^2(x) - u_2^2(x)] \, dx < 0.
\]

Now define a one-parameter family of densities:

\[
\begin{align*}
\rho(x,0) &= \rho(x), \\
\frac{\partial \rho}{\partial t}(x,t) &= L_{\rho(t)}(x) - \rho(x,t), \quad t \geq 0.
\end{align*}
\]

Then, by (8) and (22),

\[
\frac{d}{dt} \left[ \frac{\lambda_2(t)}{\lambda_1(t)} \right] = \frac{\lambda_2(t)}{\lambda_1(t)} \int_0^a [L_{\rho(t)}(x) - \rho(x,t)] [u_1^2(x,t) - u_2^2(x,t)] \, dx < 0.
\]

So, \( \lambda_2(t)/\lambda_1(t) \) is a strictly decreasing function of \( t \). On the other hand, if

\[
L_{\rho(t)}(x) = m(t)x + b(t),
\]

then

\[
\rho(x,t) = e^{-t}\rho(x) + \int_0^t e^{s-t}[m(s)x + b(s)] \, ds.
\]

Thus, \( \rho(\cdot,t) \) differs from a linear function by at most \( e^{-t}\|\rho\|_\infty \), and so, by the continuity of eigenvalues, the eigenvalue ratio \( \lambda_2(t)/\lambda_1(t) \) of \( \rho(\cdot,t) \) is arbitrarily close to that of the linear density if \( t \) is sufficiently large. This proves the theorem. \( \square \)
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