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Abstract. The space CMO of functions of finite central mean oscillation is an analogue of BMO where the condition that the sharp maximal function is bounded is replaced by the convergence of the sharp function at the origin. In this paper it is shown that each element of CMO is a singular integral image of an element of the Beurling space $B^2$ of functions whose Hardy-Littlewood maximal function converges at zero. This result is an analogue of Uchiyama’s constructive decomposition of BMO in terms of singular integral images of bounded functions. The argument shows, in fact, that to each element of CMO one can construct a vector Calderón-Zygmund operator that maps that element into the proper subspace $B^2$.

1. Introduction

A function $f$, defined modulo constants on $\mathbb{R}^n$, is said to have finite central mean oscillation provided the $L^2$ normalized sharp function of $f$ converges at $x = 0$. That is,

$$M_2^f (0) = \left( \sup_{R > 0} \frac{1}{|R^n|} \int_{|x| < R} |f(x) - f_R|^2 dx \right)^{1/2} < \infty,$$

where $f_R$ is the average of $f$ over $B(0; R)$. The space of all such functions is denoted by $\text{CMO}(\mathbb{R}^n)$ and $M_2^f (0)$ defines a norm on this space.

The space CMO bears a simple relationship with BMO, the space of functions of bounded mean oscillation: $g \in \text{BMO}$ precisely when $g$ and all of its translates belong to CMO uniformly a.e., that is, when the sharp function of $g$ belongs to $L^\infty$. As demonstrated in work of Chen and Lau [3] who first defined CMO, of Garcia-Cuerva [4] (they define inhomogeneous versions, restricting to $R \geq 1$ in (1.1)), and of Chao, Gilbert, and Tomas [1], many precise analogies exist between CMO and BMO from the point of view of real Hardy spaces. In fact, the purpose of the present paper is to draw a further analogy: to develop a version of Uchiyama’s constructive decomposition of BMO in terms of sums of images of bounded functions under certain singular integrals, in the context of CMO. Facts about CMO are not always simpler versions of facts about BMO. For example, there is no John-Nirenberg lemma for CMO. That lemma implies that the $L^\infty$ norms of $M_2^g (x)$,
where $2$ is replaced by some other $p$, $1 \leq p < \infty$ in (1.1), define equivalent norms on BMO. But as Chen and Lau showed, the condition $M^p_0 g(0) < \infty$, $p \neq 2$, defines a space $CMO^p$ different from $CMO$. In the sequel, by $CMO$ we will always mean $CMO^2$.

$CMO(\mathbb{R}^n)$ is the dual of the Beurling-Hardy space $HA^1(\mathbb{R}^n)$. This space and the Beurling algebra $A(\mathbb{R}^n)$ upon which it is built are given by:

**Definition 1.2.**

$$A(\mathbb{R}^n) = \{ f : \mathbb{R}^n \to \mathbb{C} : \| f \|_A = \sum_{j \in \mathbb{Z}} 2^{nj/2} \| f \chi_{\{2^j \leq |x| \leq 2^{j+1}\}} \|_{L^2} < \infty \};$$

$$HA^1(\mathbb{R}^n) = \{ f : S(f)(x) = \left( \int \int_{|x-y| \leq t} |\nabla f(y,t)|^2 \, dy \, dt \right)^{1/2} \in A(\mathbb{R}^n) \}.$$

The relationship between $HA^1(\mathbb{R}^n)$ and $A(\mathbb{R}^n)$ is the same as that between the real Hardy space $H^1(\mathbb{R}^n)$ and $L^1(\mathbb{R}^n)$. The dual of $A(\mathbb{R}^n)$ is the Beurling space

$$B^2(\mathbb{R}^n) = \{ h : M_2 h(0) = \left( \sup_{R > 0} \frac{1}{R^n} \int_{|x| < R} |h(x)|^2 \right)^{1/2} < \infty \},$$

and the $HA^1 \leftrightarrow CMO$ duality is then analogous to the $H^1 \leftrightarrow BMO$ duality. In the latter case, $f \in BMO$ is the same as $M^2 f$ belonging to the dual of $L^1$. In the former case, $g \in CMO$ is the same as $M^2_1 g$ belonging to the dual of $A$, a corollary of the fact that $M_2$ is bounded on $B^2$ just as it is on $L^\infty$ (cf. [3]).

Among the real-variable analogies between these pairs of spaces is the fact that standard singular integrals map $HA^1$ into $A$ just as they map $H^1$ into $L^1$ (cf. [4]); and just as the identity $I$ and Riesz transforms $R_j : f \mapsto c_n \text{p.v.} f \ast \frac{x_j}{|x|^{n+1}}$ together characterize $H^1$ and BMO in the sense that $f \in H^1(\mathbb{R}^n)$ if and only if $f, R_1 f, \ldots, R_n f \in L^1(\mathbb{R}^n)$, Garcia-Cuerva showed that the same holds when $H^1$ and $L^1$ are replaced by $HA^1$ and $A$. A consequence of our present work is a constructive version of this Fefferman-Stein decomposition for CMO: $g \in CMO(\mathbb{R}^n)$ if and only if one can construct $g = h_0 - \sum_{j=1}^n R_j h_j$ where $h_0, h_1, \ldots, h_n \in B^2(\mathbb{R}^n)$.

The conditions defining $B^2$ and CMO are simpler than those defining $L^\infty$ and BMO because they only need to be checked at the origin – not at every point. In this sense, a constructive version of Uchiyama’s result should be simpler for these spaces. Yet there are still good reasons for carrying out that program in the present setting. First, the constructive decomposition argument that we propose for CMO has substantially new features; for example, there is no John-Nirenberg lemma to use. The argument is simpler from a computational standpoint than Uchiyama’s. This could potentially lead to a simpler version of the constructive decomposition of BMO and more tractable attacks on problems in Hardy space theory such as existence of boundary values of harmonic functions that use Uchiyama’s techniques, e.g., [7]. The second reason is that we can say more about the functions $h_0, h_1, \ldots, h_n$ in the Fefferman-Stein decomposition this way. In particular, if $g \in CMO$, then there are Calderón-Zygmund operators (CZO’s) $L_0, L_1, \ldots, L_n$ such that $h_j = L_j g$ and such that $L_0 - \sum_{j=1}^n R_j L_j = I$. It is as yet unknown whether such operators exist for the corresponding Fefferman-Stein decomposition of BMO.

To state the main result of this paper, we need to recall some features of the work of Janson and Uchiyama. First, we shall say that a singular integral operator...
K is homogeneous if it commutes with translations and dilations. This means that, up to a constant multiple of the identity, K can be expressed by

\[ Kf(x) = \int_{\mathbb{R}^n} \hat{f}(\xi)m(\xi)e^{2\pi i x \cdot \xi} \, d\xi, \]

where \( m(\xi) \) is homogeneous of degree zero, that is, \( m(\xi) = m(\xi/|\xi|) \), and \( m(\xi) \in C^\infty(\mathbb{R}^n \setminus 0) \).

We shall say that a family \( K = (K_1, \ldots, K_M) \) of homogeneous singular integrals satisfies the Janson-Uchiyama condition provided that

\[ \text{rank} \left[ \begin{array}{cccc} m_1(\omega) & \cdots & m_M(\omega) \\ m_1(-\omega) & \cdots & m_M(-\omega) \end{array} \right] = 2 \quad (\omega \in \Sigma_{n-1}). \]

**Theorem 1.5.** Suppose that the family \( K = (K_1, \ldots, K_M) \) of homogeneous singular integrals satisfies (JUC). Then to each \( g \in \text{CMO}(\mathbb{R}^n) \) one can construct a CZO family \( L = (L_1, \ldots, L_M) \) such that \( L_jg = h_j \in B^2(\mathbb{R}^n) \) and \( g = \sum_{j=1}^M K_j^* h_j \). Moreover, \( \sum_{j=1}^M \|h_j\|_{B^2} \leq C\|g\|_{\text{CMO}} \).

Since part of our goal is to make our approach seem as simple as possible, we will begin by making some technical assumptions that, while not critical, do allow us to avoid many technicalities that would only clutter the arguments. First, any singular integral in the sequel will be assumed to map real-valued functions to real-valued functions. Though this hypothesis excludes many important examples, nevertheless Theorem 1.5 continues to hold without it. We will assume that all functions are real-valued as well. Second, Theorem 1.5 will only be proved in the case where one of the operators \( K_1, \ldots, K_M \) in \( K \) is the identity. Again, the arguments are simplified in this case. In any event, neither of these hypotheses exclude the most well-known case, the Fefferman-Stein decomposition.

The proof will rely on some facts about wavelets and singular integrals that we will review first.

## 2. Wavelets, singular integrals, and CMO

Here we will review some basic facts about wavelets on \( \mathbb{R}^n \) and their roles in describing certain Calderón-Zygmund operators and in norming CMO. These facts are either known or follow readily from familiar techniques, so no proofs will be given in this section.

First we recall some very basic properties of orthogonal wavelet bases for \( \mathbb{R}^n \). We refer to Meyer [5] for more details concerning the construction of wavelets. Let \( E = \{0,1\}^n \setminus (0,0) \) and let \( Q \) denote the family of dyadic cubes of the form \( Q = Q_{j,k} = \{x: 2^j x - k \in [0,1]^n\} \). Given \( f(x) \) and \( Q = Q_{j,k} \in Q \), we write \( f_Q(x) = 2^{nj/2} f(2^j x - k) \).

**Theorem 2.1** (Existence of wavelets). There is a set \( \{\psi^e\}_{e \in E} \) of \( 2^n - 1 \) real-valued ‘mother wavelets’ such that the functions \( \{\psi_Q^e\}_{e \in E, Q \in Q} \) form an orthonormal basis for \( L^2(\mathbb{R}^n) \). Furthermore, the \( \psi^e \) can all be chosen to be in \( C^\alpha(\mathbb{R}^n) \) for any given \( \alpha > 0 \), to have support in \( B(0;m) \) for some \( m > 0 \), and to have integral zero.

In particular, we will want the wavelets to have continuous derivatives of order at least one.
Lemma 2.2. Suppose that a homogenous singular integral $L$ and a wavelet $\psi_Q$ as in Theorem 2.1 with $Q = Q_{j,k}$ having center $x_Q$ are given. Then there is a constant $C_L$ depending only on $L$ and a $\gamma > 0$ such that $\Psi_Q = L(\psi_Q)$ satisfies

$$|\Psi_Q| \leq C_L \frac{2^{nj/2}}{(1 + 2^j|x - x_Q|)^{n+\gamma}}$$

and

$$|\Psi_Q(x) - \Psi_Q(y)| \leq C_L 2^{nj/2} \frac{2^j|x - y|}{1 + 2^j|x - y|} \left( \frac{1 + 2^j|x - y|}{1 + 2^j|x - x_Q|} \right)^{n+\gamma}.$$ 

The lemma is a standard fact about the images of smooth functions with vanishing integrals under singular integrals. There is nothing special about the wavelets. In fact, we define any function satisfying the conclusions of Lemma 2.2, and having integral zero, to be a vaguelette.

Next, we recall a technical lemma due to Uchiyama [6].

Lemma 2.3. Suppose that $K = (K_1, \ldots, K_M)$ is a system of homogenous singular integrals satisfying (JUC). Then to each $\nu \in \Sigma_{M-1}$ there exists a homogeneous pseudoinverse family $L_{\nu} = (L_1, \ldots, L_M)$ such that

$$\begin{cases} \mathbb{K}^* : L_{\nu} = \sum_{l=1}^{M} K_l^* L_l = I, \\ \nu \cdot L_{\nu} = \sum_{l=1}^{M} \nu_l L_l = 0. \end{cases}$$

The constants $C_L$ associated with the $L_{\nu}$ appearing in Lemma 2.2 are bounded independent of $\nu$ by a constant $C_K$.

Such a family $L_{\nu}$ will be referred to as a $\nu$-pseudoinverse of $\mathbb{K}$. Next, we briefly discuss wavelet-vaguelette operators. These are operators of the form

$$(2.4) \quad f \mapsto \sum_{\epsilon \in E, Q \in \mathbb{Q}} \langle f, \psi_Q^\epsilon \rangle \Psi_Q^\epsilon.$$

The $\psi_Q^\epsilon$ are the wavelets in Theorem 2.1, but the $\Psi_Q^\epsilon$ can be any vaguelettes. For the application that we have in mind they will have the form $\tilde{\Psi}_Q^\nu = L_{\nu}(\psi_Q^\nu)$ where $\nu = \nu_Q^\epsilon$ will depend on $\epsilon$ and $Q$. Though such operators are no longer homogeneous, they are still nice CZO’s:

Proposition 2.5. Any wavelet-vaguelette operator is a Calderón-Zygmund operator. In particular, any operator as in (2.4) is continuous on $L^2$, and will map $HA^1$ into $A$ and $B^2$ into $CMO$.

The by now standard proof of this fact is left to the reader (cf. [4] and [5], where a precise definition of Calderón-Zygmund operator can also be found).

As a final preparation for the constructive decomposition, we need to make note of the wavelet decomposition of $CMO$. The proof of the following theorem runs along the same lines as the corresponding result for $BMO$ (see pg. 154 of [5] and Theorem E of [3]).

Theorem 2.6. Suppose that $g \in CMO$ and wavelets $\psi_Q^\epsilon$ as in Theorem 2.1 are given. Then $g$ has a wavelet expansion

$$g \sim \sum_{\epsilon \in E, Q \in \mathbb{Q}} \chi_Q \psi_Q^\epsilon.$$
converging weakly to \( g \) and satisfying the central Carleson condition

\[
\left( \sup_{R > 0} \frac{1}{R^n} \sum_{Q \subset B_R} |\lambda_Q|^2 \right)^{1/2} \leq C_c \|g\|_{\text{CMO}},
\]

where the supremum is taken over those balls centered at the origin and \( C_c \) just depends on the wavelet family.

## 3. Proof of Theorem 1.5 for \( g \) having \( \Gamma_0 \)-type

In light of Theorem 2.6, we shall say that \( g \in \text{CMO} \) has \( \Gamma_0 \)-type provided \( g = \sum_{\epsilon \in \epsilon} \sum_{j=1}^{\infty} \lambda_j 2^{nj/2} \psi^\epsilon(2^j x) = \sum_{\epsilon \in \epsilon} g^\epsilon \). The terminology stems from the fact that the supports of \( \psi_j^\epsilon = 2^{nj/2} \psi^\epsilon(2^j x) \), when raised a height \( 2^j \) above \( \mathbb{R}^n \) inside of \( \mathbb{R}^{n+1} \) all lie inside of a cone centered at the origin. Coupled with Lemma 2.2, this observation lies at the heart of the constructive decomposition in this special case. In the ensuing arguments we shall assume, in addition, that \( g = g^\epsilon \) for some fixed \( \epsilon \in \epsilon \). The constructive decomposition of \( g \) will then follow by summing the constructive decompositions for \( g^\epsilon \) over \( \epsilon \). We shall then write \( \psi = \psi^\epsilon \) and \( g = \sum_{\epsilon \in \epsilon} \sum_{j=1}^{\infty} \lambda_j 2^{nj/2} \psi(2^j x) \). In section 4 we will show how to reduce the constructive decomposition for any \( g \in \text{CMO} \) to this special case.

Now for each \( j = 1, 2, \ldots \), we will choose below a vector \( \nu_j \in \Sigma_{M-1} \). Let \( L_j = \mathbb{I}_{\nu_j} \) be a \( \nu_j \)-pseudoinverse of \( \mathbb{K} \) and set \( \hat{h}_j = L_j(\psi_j) \). Then \( \hat{h}_j \) satisfies the conclusions of Lemma 2.2 with \( x_Q = 0 \). Our goal is to show that \( \hat{h} = \sum_{j=1}^{\infty} \lambda_j \hat{h}_j \in B^2 \). It clearly suffices to show that the averages \( \|\hat{h} \chi_{B_k} \|_{L^2} / |B_k|^{1/2} \) are uniformly bounded, where \( B_k = B(0; 1/2^k) \). This is done by showing the same for \( \sum_{j \geq k} \lambda_j \hat{h}_j \) (Lemma 3.1) and \( \sum_{j < k} \lambda_j \hat{h}_j \) (Lemma 3.3) when the \( \hat{h}_j \) are chosen appropriately.

### Lemma 3.1. For each \( k \geq 0 \),

\[
\left( \frac{1}{|B_k|} \int_{B_k} \left| \sum_{j \geq k} \lambda_j \hat{h}_j(x) \right|^2 \, dx \right)^{1/2} \leq \text{const.} \|g\|_{\text{CMO}}.
\]

**Proof of Lemma 3.1.** \( L = \sum_{j} \langle \cdot, \psi_j \rangle \hat{h}_j \) is a vaguelette operator as in (2.4) so, in view of the dependence of \( L \) on \( \mathbb{K} \), there is a constant \( C_{\mathbb{K}} \) such that the \( L^2 \) operator norm of \( L \) is at most \( C_{\mathbb{K}} \), independent of the choices of each \( L_j \). Therefore,

\[
\int_{B_k} \left| \sum_{j \geq k} \lambda_j \hat{h}_j(x) \right|^2 \, dx \leq \int_{\mathbb{R}^n} \left| \sum_{j \geq k} \lambda_j \hat{h}_j(x) \right|^2 \, dx
\]

\[
\leq C_{\mathbb{K}}^2 \int_{\mathbb{R}^n} \left| \sum_{j \geq k} \lambda_j 2^{nj/2} \psi(2^j x) \right|^2 \, dx
\]

\[
= C_{\mathbb{K}}^2 \sum_{j \geq k} |\lambda_j|^2 \leq C_c C_{\mathbb{K}}^2 2^{-nk} \|g\|^2_{\text{CMO}} = \text{const.} \|B_k\| |g|^2_{\text{CMO}}
\]

because of orthogonality of the wavelets and the Carleson characterization of CMO. This proves the lemma. \( \square \)

The \( \hat{h}_j = L_j(\psi_j) \) will be chosen iteratively. For reasons that will become apparent, the \( \mathbb{K} \)-pseudoinverses \( L_j \) will be chosen as \( L_j = L_{\nu_j} \) with \( \nu_j \) proportional to either: (i) \( \sum_{1 \leq i < j} \lambda_i \hat{h}_i(0) \), or (ii) \( \lambda_j \hat{h}_j(0) + 2 \sum_{1 \leq i < j} \lambda_i \hat{h}_i(0) \). In case (i), we will say that \( j \in \kappa_1 \); in case (ii) we shall say that \( j \in \kappa_2 \). While there is no issue as to
whether $\vec{h}_j$ is well-defined in case (i), this does become an issue in case (ii), since $\vec{h}_j$ depends first on $\nu_j$. This dilemma will be resolved in terms of our criterion below for specifying whether $j \in \kappa_1$ or $j \in \kappa_2$.

In what follows, let $A$ be a constant such that $A > 2C_cC_K$. Notice that by Lemma 2.2 and Theorem 2.6, whenever $|x| < 1/2^k$ and $j \leq k$ one will have

$$\lambda_j \vec{h}_j(x) \leq \frac{A}{2} \|g\|_{CMO}, \quad \text{and}$$

$$|\lambda_j(\vec{h}_j(x) - \vec{h}_j(0))| \leq 2|x| \frac{A}{2} \|g\|_{CMO}. \quad (3.2)$$

**Lemma 3.3.** The $\vec{h}_j$ can be chosen iteratively so that for each $k$,

$$\frac{1}{|B_k|} \int_{B_k} \left| \sum_{j < k} \lambda_j \vec{h}_j(x) \right|^2 \leq 5A^2 \|g\|^2_{CMO}. \quad (3.3)$$

To begin the induction, we note that the $k = 1$ case is trivial. Next, suppose that $\vec{h}_1, \ldots, \vec{h}_{k-1}$ are chosen. If choosing $\nu_k$ proportional to $\sum_{j < k} \lambda_j \vec{h}_j(0)$ allows us to find a pseudoinverse solution $\vec{h}_k = L_{\nu_k}(\psi_k)$ such that

$$\sum_{i \leq k, i \in \kappa_1} |\lambda_i \vec{h}_i(x)|^2 \leq 2A^2 \|g\|^2_{CMO} \quad (3.4)$$

whenever $x \in B_k$, then we put $k \in \kappa_1$. If it is impossible to choose $\vec{h}_k$ this way, then any pseudoinverse solution $\vec{h}_k$ with $\nu_k$ proportional to $\sum_{j < k} \lambda_j \vec{h}_j(0)$ must satisfy

$$|\lambda_k \vec{h}_k(x)|^2 + \sum_{l < k, l \in \kappa_1} |\lambda_l \vec{h}_l(x)|^2 > 2A^2 \|g\|^2_{CMO} \quad (3.5)$$

for some $x \in B_k$. We then put $k \in \kappa_2$, though we must show the well-definedness of $\nu_k$ in that case.

**Lemma 3.6.** If (3.5) is necessitated for some $x \in B_k$, then one can find a pseudoinverse solution $\vec{h}_k = L_{\nu_k}(\psi_k)$, such that $\langle \vec{h}_k(x), \vec{h}_k(0) + 2\sum_{j < k} \vec{h}_j(0) \rangle_{RM} \equiv 0$.

**Proof** of Lemma 3.6. In view of (3.2), any choice of $\vec{h}_k = L_{\nu}(\psi_k)$ will satisfy $|\lambda_k \vec{h}_k(x)| \leq \frac{1}{2} A \|g\|_{CMO}$ independent of $x$. Thus, (3.5) implies that

$$\sum_{j < k, j \in \kappa_1} |\lambda_j \vec{h}_j(x_0)|^2 > \frac{7}{4} A^2 \|g\|^2_{CMO}$$

for some $x_0 \in B_k$.

Next, observe that

$$|\sum_{j \leq k-1} \lambda_j \vec{h}_j(0)|^2 = \sum_{j \leq k-1} (\lambda_j \vec{h}_j(0), \lambda_j \vec{h}_j(0) + 2\sum_{l < j} \lambda_l \vec{h}_l(0))$$

$$= \sum_{j < k, j \in \kappa_1} |\lambda_j \vec{h}_j(0)|^2$$
because of the definition of $\kappa_i$ and the induction hypothesis. Since $x_0 \in B_k$,

\[
\sum_{j<k,j \in \kappa_1} |\lambda_j \vec{h}_j(0)|^2 = \sum_{j<k,j \in \kappa_1} [||\lambda_j \vec{h}_j(0)||^2 - |\lambda_j \vec{h}_j(x_0)|^2] + |\lambda_j \vec{h}_j(x_0)|^2
\]

\[
= \sum_{j<k,j \in \kappa_1} \lambda_j^2 (|\vec{h}_j(0)|^2 - |\vec{h}_j(x_0)|^2) + (|\vec{h}_j(0)|^2 - |\vec{h}_j(x_0)|^2) + |\lambda_j \vec{h}_j(x_0)|^2
\]

\[
\geq \frac{7}{4} A^2 \|g\|^2_{\text{CMO}} - \frac{1}{2} \left( \sum_{j \leq k-1} 2q |x_0| A^2 \|g\|^2_{\text{CMO}} \right)
\]

\[
> \frac{5}{4} A^2 \|g\|^2_{\text{CMO}}
\]

because (3.2) applies uniformly to any choice of $\vec{h}_k$. This shows that for $\vec{H} = \sum_{j<k} \lambda_j \vec{h}_j(0)$, one has $|\vec{H}|^2 > \frac{5}{4} A^2 \|g\|^2_{\text{CMO}}$. This is just what we need to solve for $\vec{h}_k$.

Let $K \subset \mathbb{R}^M$ be the closed convex hull of those unit vectors whose angles with $\vec{H}$ are at most $\arccos(3/5)$. By (3.2), for each $\nu \in \Sigma_{M-1}$ we can find $\vec{h}_{k,\nu}$ such that $|\lambda_k \vec{h}_{k,\nu}(x)|^2 \leq \frac{1}{4} A^2 \|g\|^2_{\text{CMO}} < \frac{1}{5} |\vec{H}|^2$. The solution $\vec{h}_{k,\nu}$ can be chosen to vary smoothly with $\nu$ (this is due to Uchiyama’s observations). Consider the mapping

\[
\Theta : \nu \mapsto \frac{\lambda_k \vec{h}_{k,\nu}(0) + 2\vec{H}}{|\lambda_k \vec{h}_{k,\nu}(0) + 2\vec{H}|}.
\]

The mapping $\Theta(\nu)$ can be extended to $K$ by setting $\Theta(\mu) = \Theta(\nu \frac{\mu}{|\mu|})$ (note that $0 \notin K$). But then $\Theta$ sends $K$ into itself. This means that if $\nu \in K$, then $(\Theta(\nu) \cdot \vec{H} / |\vec{H}|) > 3/5$, which follows from the observation that $|\lambda_k \vec{h}_{k,\nu}(0)| < \frac{1}{5} |\vec{H}|$. Therefore $\Theta$ is a continuous mapping from the compact, convex set $K$ into itself. Brouwer’s fixed point theorem then guarantees that $\Theta$ has a fixed point in $\Sigma_{M-1}$. The lemma now follows from the definition of $\Theta$.

**Remark.** Since we are after a constructive decomposition, every step must be constructive. Brouwer’s fixed point theorem is only an existence result. But, in this particular case, the fixed point can be constructed by optimization techniques since $\Theta$ and its derivatives can be computed explicitly. In fact, similar techniques must be used to verify (3.4) or (3.5) to begin with. It is not obvious that the definitions of $\kappa_1, \kappa_2$ are constructive. They can be made so by fixing a canonical choice of $L_\nu$ in (2.3) for each $\nu \in \Sigma_{M-1}$ (cf. [6]). If (3.4) then fails for the ‘canonical’ $\vec{h}_k$ – which is decidable by similar optimization techniques – the same estimate for $|\vec{H}|$, and therefore Lemma 2.6, still hold.

**Proof of Lemma 3.3.** It just remains to show that

\[
\int_{B_k} \left| \sum_{j<k} \lambda_j \vec{h}_j(x) \right|^2 dx \leq \text{const.} \|g\|^2_{\text{CMO}}
\]
Thus the supports of the wavelets associated to $\sum \| \text{distance from } x \|^2$ show that the first term in $I$ gives desired bounds for the second terms in $I$. By (3.4), if $x \in B_k$, then
\[ \sum_{j \in \kappa_1} |\lambda_j \tilde{h}_j(x)|^2 < 2A^2 \|g\|_\text{CMO}^2 \]
which gives a desired bound for the first term in $I$.

For the other terms we apply (3.2) to estimate
\[ |\lambda_j \lambda_l \langle \tilde{h}_j(x), \tilde{h}_l(x) - \tilde{h}_l(0) \rangle| \leq 2^l |x| \frac{1}{4} A^2 \|g\|_\text{CMO}^2 \]
whenever $l \leq j < k$ and $x \in B_k$. Therefore
\[ \sum_{l \leq j < k} |\lambda_j \lambda_l \langle \tilde{h}_j(x), \tilde{h}_l(x) - \tilde{h}_l(0) \rangle| \leq \frac{1}{4} A^2 \|g\|_\text{CMO}^2 \sum_{l \leq j < k} 2^l \leq \frac{2^k |x|}{2} A^2 \|g\|_\text{CMO}^2. \]
This gives desired bounds for the second terms in $I$ and $II$. Similar observations show that the first term in $II$ is bounded by $\frac{1}{2} 2^k |x| A^2 \|g\|_\text{CMO}^2$ when $x \in B_k$. The proof of Lemma 3.3 is then completed by taking the average of these inequalities over $B_k$. The constant $5A$ can be improved somewhat. \hfill \Box

Lemmas 3.1 and 3.3 together show that, for appropriate choices of $\tilde{h}_j = \mathbb{L}_j \psi_j$, one gets $\tilde{h} = \sum_{j=0}^\infty \lambda_j \tilde{h}_j \in B^2$ with $\|\tilde{h}\|_{B^2} \leq 2A \|g\|_\text{CMO}$. Since $\mathbb{L} = \sum_{j=0}^\infty \langle \cdot, \psi_j \rangle \tilde{h}_j$ is a vaguelette operator of the desired form, this proves Theorem 1.5 in the case where $g \in \text{CMO}$ is of $\Gamma_0$-type.

4. Reduction to $\Gamma_0$-type

Before proceeding further we make a few additional comments along the lines of Uchiyama’s work. First, just as Uchiyama did, we can assume for convenience that $g$ has compact support. In this case one can show that in the wavelet expansion of $g$, $\lim_{k \to \infty} \| \sum_{Q, l(Q) > 2^k} \lambda_Q \psi_Q \|_\text{CMO} = 0$ (cf. Lemma 3.4 of [2]). By an approximation and rescaling argument, then, to prove Theorem 1.5 it suffices to assume that $g = \sum_{Q, l(Q) < 1} \lambda_Q \psi_Q'$.

With such assumptions on $g \in \text{CMO}$, we write $g \sim \sum_{\epsilon \in E, Q \in Q} \lambda_Q \psi_Q$ as $g = g_1 + g_2$. Here, under the assumption that each $\psi_Q$ is supported in $B(x_Q, ml(Q))$, $g_1 \sim \sum_{\epsilon \in E, Q \in Q'} \lambda_Q \psi_Q$ where $Q'$ is the set of those cubes such that $0 \in B(x_Q, 3ml(Q))$. Thus the supports of the wavelets associated to $Q'$ have length proportional to the distance from $x_Q$ to the origin. $g_2$ is the sum over the remaining wavelet terms.

When written this way, one sees that for each level $j$, there are at most a fixed finite number of cubes $Q \in Q' \cap Q_j$ where $Q_j = \{ Q \in Q : l(Q) = 1/2^j \}$.

It turns out that $g_2 \in B^2$ already. That is:

**Lemma 4.1.** In the decomposition $g = g_1 + g_2$ above, one has $g_2 \in B^2$ with $\|g_2\|_{B^2} \leq C \|g\|_{\text{CMO}}$ where $C$ just depends on the particular choice of wavelet basis.
Proof of Lemma 4.1. Let $B$ be any ball centered at the origin. Write $g_2 = g_1^1 + g_2^1 + g_2^2$ where the wavelets occurring in $g_1^1$ are supported completely inside of $B$ and those occurring in $g_2^2$ are supported completely outside of $B$. It is clear, then, that
\[
\frac{1}{|B|} \int_B |g_2|^2 = \frac{1}{|B|} \int_B |g_1^1|^2 + |g_2^1|^2 = \frac{1}{|B|} \int_B |g_1^1|^2 + |g_2^1|^2
\]
because the wavelets occurring in $g_1^1$ are supported inside of $B$ and are orthogonal to those occurring in $g_2^1$. By the definition of $g_2$, any wavelet occurring in $g_2^2$ must be completely supported in $2B$. Thus the right-hand side is clearly bounded by
\[
\frac{1}{|B|} \int_{2B} |g_2|^2 + |g_2^2|^2 \leq \frac{1}{|B|} \sum_{Q \subset 2B} |\lambda_Q|^2 \leq \text{const.} \|g\|^2_{\text{CMO}}.
\]
The proof is completed by noting that $B$ is any ball centered at the origin.

We now complete the reduction to the $\Gamma_0$-type case under the hypothesis that the family $\mathcal{K}$ in Theorem 1.5 includes the identity operator. First note that $g_1$ can be split into a finite sum of terms each of which has the form
\[
g_1^1 = \sum_{r \in E} \sum_{j \in \mathbb{Z}} \lambda_{r,j}^1 2^{nj/2} \psi(2^j r - r).
\]
The $g_1^1$ are indexed by $r \in \mathbb{Z}^n \cap B(0, 3m)$: this is essentially the condition that the center of $Q = Q_{r,s}$ has distance at most $3m$ from the origin. In view of Lemma 2.2, the argument applied to $g$ having $\Gamma_0$-type in section 3 works equally well for each $g_1^1$ to show that there is an $\tilde{h}_1^r \in \mathcal{B}^2$ with $\mathcal{K}^* \tilde{h}_1^r = g_1^1$. Since there are at most $\#(\mathbb{Z}^n \cap B(0, 3m))$ such $r$, this shows that $g_1$ has the desired constructive decomposition.

On the other hand, if $I$ is one of the operators occurring in $\mathcal{K}$, $I = K_1$, say, then by Lemma 4.1, $\tilde{h}_2 = (g_2, 0, \ldots, 0)$ is itself an element of $\mathcal{B}^2$ satisfying $\mathcal{K}^* \tilde{h}_2 = g_2$. This proves the constructive decomposition Theorem 1.5 in the case where $I$ occurs in $\mathcal{K}$.

Remark. To prove the general case of Theorem 1.5, that is, when the identity does not necessarily occur on $\mathcal{K}$, one needs to perform a constructive decomposition on $g_2$. It is not true that any singular integral will map $g_2$ into $\mathcal{B}^2$, though it will map $g_2$ into $\text{CMO}$, of course. As above, it is not difficult to reduce everything to establishing an analogue of Lemma 3.6. Let $g_{2,j}$ be the sum of wavelet terms in $g_2$ at scale $j$. Then one wishes to choose pseudo-inverse operators such that $\tilde{h}_{2,j} = L_{2,j} g_{2,j}$ will be orthogonal at each point either to $\sum_{i < j} \tilde{h}_{2,i}(0)$ or to $\tilde{h}_{2,j}(0) + 2 \sum_{i < j} \tilde{h}_{2,i}(0)$ according to a criterion similar to that used in the $\Gamma_0$-type case. This is possible, but the estimates are more technical in the general case.
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