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Abstract. We prove upper and lower estimates on the measure of an inclusion
D in a conductor Ω in terms of one pair of current and potential boundary
measurements. The growth rates of such estimates are essentially best possible.

1. Introduction

Given a body Ω whose electrical conductivity is σ ≡ 1 and a possibly discon-
nected (unknown) inclusion D ⊂ Ω, dist(D, ∂Ω) ≥ d₀, for some positive number d₀
of conductivity σ ≡ k, 0 < k ≠ 1, the inverse conductivity problem with one mea-
surement consists in determining D by measuring on ∂Ω the voltage corresponding
to one applied current flux. In mathematical terms, if u denotes the electrostatic
potential in Ω, one wishes to recover D in the equation

\[ \text{div}((1 + (k - 1)\chi_D)\nabla u) = 0 \quad \text{in} \Omega, \]

by the knowledge of one pair of Cauchy data on ∂Ω

\[ \frac{∂u}{∂ν} = ϕ \quad \text{on} \∂Ω, \]

\[ u = g \quad \text{on} \partialΩ, \]

where ν denotes the unit exterior normal to ∂Ω and χ_D denotes the characteristic
function of D.

The research on this subject has been mainly devoted to the uniqueness question,
that is, whether one pair \{g, ϕ\} uniquely determines D. Several partial results have
been found [C], [BF], [Al], [FI], [IP], [BFI], [P], [BFS], [AIP], [Al], [S]. Nonetheless a
general uniqueness result is still missing. Recently investigations have been carried
out asking whether, rather than the precise shape and location of D, one can extract,
from the measurements \{g, ϕ\}, some reduced kind of information on D,
such as its size [AR], [KSS]. Let us also recall the pioneering work by Friedman [F]
and subsequently by Bryan [Br].

In the present paper we significantly improve upon the results of [AR], [KSS] by
merging and refining the different techniques of the two papers.
In order to illustrate our main results, let us assume here, for the sake of simplicity, that the conductivity in \( D \) is \( k > 1 \). Consider the solution \( u_0 \) to the Neumann problem (1.1)-(1.2) when \( D \) is replaced by the empty set, namely

\[
\begin{align*}
(1.1)^0 & \quad \Delta u_0 = 0 & \text{in } \Omega, \\
(1.2)^0_N & \quad \frac{\partial u_0}{\partial \nu} = \varphi & \text{on } \partial \Omega,
\end{align*}
\]

and let \( g_0 = u_0|_{\partial \Omega} \).

Theorem 2.1 below states that if \( D \) satisfies some mild a priori assumption (see (1.7) below), then its measure is comparable with the boundary integral \( \delta W = \int_{\partial \Omega} (g_0 - g) \varphi \), that is, we have

\[
C_1 \frac{\delta W}{\int_{\partial \Omega} g_0 \varphi} \leq |D| \leq C_2 \frac{\delta W}{\int_{\partial \Omega} g_0 \varphi},
\]

where \(|D|\) denotes the Lebesgue measure of \( D \), and \( C_1, C_2 \) are estimated in terms of the known data \( \Omega, d_0, k, \varphi \) and the a priori data on \( D \).

Notice that the above integral \( \delta W \) has a very clear physical interpretation. Denoting by \( W = \int_{\Omega} (1 + (k - 1) \chi_D) |\nabla u|^2 \), \( W_0 = \int_{\Omega} |\nabla u_0|^2 \) the powers induced by the boundary current \( \varphi \) on \( \partial \Omega \) when the inclusion \( D \) is respectively present and absent, we have by standard integration by parts

\[
\delta W = \int_{\partial \Omega} (g_0 - g) \varphi = W_0 - W.
\]

An estimate of the type (1.3) was already obtained in [KSS] under restrictive assumptions on \( \varphi \). In [AR] instead, the Dirichlet data are assumed to be prescribed, and letting \( u_0 \) be the solution of (1.1) with Dirichlet data \( g \), the measure of \( D \) was evaluated in terms of \( \delta \tilde{W} = \int_{\partial \Omega} (\varphi - \varphi_0) g \), with \( \varphi_0 = \frac{\partial u_0}{\partial \nu} |_{\partial \Omega} \). Moreover stronger smoothness assumptions on \( D \) were made.

We wish to point out that the above estimates can also be employed when a portion \( \Gamma \) of the boundary of \( \Omega \) is not accessible to measurements (a very frequent situation in applications), since it is not necessary to measure the potential on \( \Gamma \), provided \( \varphi \equiv 0 \) on such a portion of \( \partial \Omega \).

Our approach to (1.3) is based on the following considerations. By the weak formulation of the Neumann problem (see Lemma 2.1 for details) we are led to the following inequalities

\[
\left( \frac{k - 1}{k} \right) \int_{D} |\nabla u_0|^2 \leq \delta W \leq (k - 1) \int_{D} |\nabla u_0|^2,
\]

which were first derived in [KSS]. The left hand side of (1.3) is then obtained noticing that, by a standard interior gradient estimate,

\[
\int_{D} |\nabla u_0|^2 \leq C|D|,
\]

where \( C \) depends on \( \Omega, d_0 \) and \( \varphi \). In order to obtain the right hand side of (1.3), we notice that it is more troublesome to obtain the reverse inequality to (1.5)

\[
\int_{D} |\nabla u_0|^2 \geq K|D|,
\]

with a constant \( K \) independent of \( D \), since \( \nabla u_0 \) may vanish at interior points. This is readily understood by a simple example: set \( n = 2, \Omega = B_1(0), D = B_r(0), r < \frac{1}{2} \).
and for some $j = 2, 3, \ldots$, $\varphi(x) = \sin j\theta$, with $(\rho, \theta)$ the polar coordinates. Then

$$\int_D |\nabla u_0|^2 = \frac{\pi}{j} r^{2j} = O(|D|^j).$$

In Theorem 2.1, given $h_1 > 0$, we shall a priori assume on $D$ that

$$(1.7) \quad |D_{h_1}| \geq \frac{1}{2} |D|,$$

where we denote $D_{h} = \{x \in D \mid \text{dist}(x, \partial D) > h\}$.

The key argument of the proof will consist in showing that $(1.6)$ holds with a constant $K$ also depending on $h_1$.

In Theorem 2.2 we instead consider the case when no a priori assumption is made on $D$. We have been able to treat this general case at the cost of allowing different growth rates for the upper and lower bounds on $|D|$. Namely we obtain

$$(1.8) \quad C_1 \int_{\partial \Omega} g_0 \varphi \leq |D| \leq C_2 \left( \int_{\partial \Omega} g_0 \varphi \right)^{\frac{1}{p}},$$

for some $p > 1$. In fact, in this general case, the substitute to the estimate $(1.6)$ is

$$(1.9) \quad \int_D |\nabla u_0|^2 \geq K|D|^p,$$

where $K, p$ depend on $\Omega, d_0, \varphi$. We observe that both estimates $(1.6)$ and $(1.9)$ will be derived from quantitative forms (Lemma 2.2 and Theorem G-L) of the unique continuation principle, essentially based on the results by Garofalo and Lin [GL], where they developed an elegant theory which connects the unique continuation property for solutions of elliptic partial differential equations with the theory of $A_p$ Muckenhoupt weights.

Finally, we point out that our technique also applies when the background conductivity in $\Omega$ and the one in $D$ are nonuniform and nonisotropic; in fact our theorems will be stated in this greater generality. We shall only require bounds on ellipticity, on the jump between the two conductivities, and on the Lipschitz continuity of the background conductivity in $\Omega$. See $(2.1)$–$(2.3)$ below for a precise statement.

### 2. The main results

Let $\Omega$ be a bounded domain in $\mathbb{R}^n$. Let $D \subset \Omega$ be measurable, $\text{dist}(D, \partial \Omega) \geq d_0$, for some positive number $d_0$.

Let us represent by two symmetric $n \times n$ matrix valued functions in $\Omega$, $A = A(x)$, $B = B(x) \in L^\infty(\Omega)$, the conductivities in $\Omega \setminus \overline{D}$ and in $D$ respectively. On such conductivities we shall assume

(i) **(uniform ellipticity for $A$)** there exists $\lambda$, $0 < \lambda \leq 1$, such that:

$$\lambda Id \leq A \leq \lambda^{-1} Id \quad \text{a.e. in } \Omega,$$

(ii) **(bound on the jump and uniform ellipticity for $B$)** there exist $\mu, \eta > 0$ such that either

$$\eta A \leq B - A, \quad B \leq \mu A \quad \text{a.e. in } \Omega,$$

or

$$\eta A \leq A - B, \quad \mu A \leq B \quad \text{a.e. in } \Omega,$$

[License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use]
(iii) \textit{(Lipschitz continuity for $A$)} there exists $\Gamma > 0$ such that for every $x, y \in \Omega$

\begin{equation}
|A(x) - A(y)| \leq \Gamma |x - y|.
\end{equation}

\textbf{Remarks.} \ (i) Let us stress that no Lipschitz continuity is assumed on $B$.

(ii) When (2.2+) holds it follows that $\mu > 1$, whereas when (2.2−) holds it follows that $\mu < 1$.

(iii) In the case of constant conductivities $A = \text{Id}$, $B = k\text{Id}$, $k \neq 1$, we have that $\lambda = 1$, $\mu = k$ and $\eta = |k - 1|$. Case (2.2+) corresponds to the case $k > 1$, whereas case (2.2−) corresponds to the case $k < 1$.

Given $\varphi \in L^2(\partial \Omega)$, $\varphi \neq 0$, such that $\int_{\partial \Omega} \varphi = 0$, let $u, u_0 \in H^1(\Omega)$ be the unique weak solutions to the Neumann problems

\begin{equation}
\begin{cases}
\text{div}(A\chi_{\Omega \setminus \overline{D}} + B \chi_D)\nabla u = 0 & \text{in } \Omega, \\
ADu \cdot \nu = \varphi & \text{on } \partial \Omega, \\
\int_\Omega u = 0,
\end{cases}
\end{equation}

\begin{equation}
\begin{cases}
\text{div}(Au_0) = 0 & \text{in } \Omega, \\
ADu_0 \cdot \nu = \varphi & \text{on } \partial \Omega, \\
\int_\Omega u_0 = 0.
\end{cases}
\end{equation}

We let $g, g_0 \in H^{1/2}(\partial \Omega)$ be the traces of $u, u_0$ respectively, on $\partial \Omega$.

\textbf{Definition 2.1.} We shall say that $\partial \Omega$ belongs to the class $C^{1,1}$, with constants $r_0$, $M_0$, if for any $x_0 \in \partial \Omega$, $\partial \Omega \cap B_{r_0}(x_0)$ is a connected surface the equation of which, in a cartesian coordinate system having origin at $x_0$ and $x_n$-axis in the direction of the outer normal $\nu$ to $\Omega$ at $x_0$, is of the form $x_n = \Phi(x_1, \ldots, x_{n-1})$, with $\Phi$ of class $C^{1,1}$ in the $(n - 1)$-dimensional ball $B_{r_0}(x_0) \cap \{x_n = 0\}$, $\Phi(0) = 0$, $\nabla \Phi(0) = 0$ and $\|\Phi\|_{C^{1,1}} \leq M_0$.

For any $h > 0$, we shall denote

\[ D_h = \{ x \in D \mid \text{dist}(x, \partial D) > h \}. \]

\textbf{Theorem 2.1.} Let $\Omega$ be a bounded domain in $\mathbb{R}^n$ such that $\partial \Omega \in C^{1,1}$ with constants $r_0$, $M_0$, and let $h_1 > 0$ be such that $|D_{h_1}| \geq \frac{1}{2}|D|$. Let $A, B$ satisfy (i)–(iii). If (2.2+) holds, then we have

\begin{equation}
\frac{1}{\mu - 1} C^+_1 \frac{\int_{\partial \Omega} (g_0 - g) \varphi}{\int_{\partial \Omega} g_0 \varphi} \leq |D| \leq \frac{\mu}{\eta} C^+_2 \frac{\int_{\partial \Omega} (g_0 - g) \varphi}{\int_{\partial \Omega} g_0 \varphi},
\end{equation}

If, conversely, (2.2−) holds, then we have

\begin{equation}
\frac{1}{\mu - 1} C^-_1 \frac{\int_{\partial \Omega} (g - g_0) \varphi}{\int_{\partial \Omega} g_0 \varphi} \leq |D| \leq \frac{1}{\eta} C^-_2 \frac{\int_{\partial \Omega} (g - g_0) \varphi}{\int_{\partial \Omega} g_0 \varphi},
\end{equation}

where $C^+_1, C^-_1$ depend on $d_0$, $|\Omega|$, $\lambda$, $\Gamma$ only, and $C^+_2, C^-_2$ depend only on the same quantities and in addition on $r_0$, $M_0$, $h_1$, $\|\varphi\|_{L^2(\partial \Omega)} / \|\varphi\|_{H^{-1/2}(\partial \Omega)}$. 
Theorem 2.2. Let \( \Omega \) be as in Theorem 2.1 and let \( D \) be any measurable subset of \( \Omega_{d_0} \). Let \( A, B \) satisfy (i)-(iii). If (2.2+) holds, then we have

\[
(2.7+) \quad \frac{1}{\mu - 1} C_1^+ \frac{\int_{\partial \Omega} (g_0 - g) \varphi}{\int_{\partial \Omega} g_0 \varphi} \leq |D| \leq \left( \frac{\mu}{\eta} \right)^{\frac{1}{2}} C_2^+ \left( \frac{\int_{\partial \Omega} (g_0 - g) \varphi}{\int_{\partial \Omega} g_0 \varphi} \right)^{\frac{1}{2}}.
\]

If, conversely, (2.2−) holds, then we have

\[
(2.7−) \quad \frac{\mu}{1 - \mu} C_1^- \frac{\int_{\partial \Omega} (g - g_0) \varphi}{\int_{\partial \Omega} g_0 \varphi} \leq |D| \leq \left( \frac{1}{\eta} \right)^{\frac{1}{2}} C_2^- \left( \frac{\int_{\partial \Omega} (g - g_0) \varphi}{\int_{\partial \Omega} g_0 \varphi} \right)^{\frac{1}{2}},
\]

where \( C_1^+, C_1^- \) are the same as in Theorem 2.1 and \( p > 1, C_2^+, C_2^- \) depend on \( d_0, |\Omega|, \lambda, \Gamma, r_0, M_0, \| \varphi \|_{L^2(\partial \Omega)}/\| \varphi \|_{H^{-1/2}(\partial \Omega)} \) only.

Remarks. (i) Observe that the quantity \( h_1 \) involves a sort of weak smoothness condition on \( \partial D \). For instance, \( h_1 \) can be easily estimated when each connected component \( D_j \) of \( D \) has boundary \( \partial D_j \) of the Lipschitz class with prescribed constants \( r_1, M_1 \), defined analogously to Definition 2.1 (see [AR, Lemma 2.8] for related estimates).

(ii) It will become apparent from the proof of Lemma 2.2 and from the Example below that the estimates on the right hand sides of (2.6±), (2.7±) deteriorate as \( \| \varphi \|_{L^2(\partial \Omega)}/\| \varphi \|_{H^{-1/2}(\partial \Omega)} \) increases. Such a ratio can be viewed as a parameter measuring the oscillation rate of \( \varphi \) (see [AR, Concluding Remarks]). It is therefore convenient to choose, if possible, \( \varphi \) slowly varying between its negative and positive values. For instance in [KSS], when \( A = \text{Id}, B = k\text{Id} \), a suggested choice was \( \varphi(x) = v \cdot \nu(x), v \) being a constant vector.

(iii) Let us observe in the above theorems that in order to determine \( g_0 \), we need the exact knowledge of the background conductivity \( A \), whereas the conductivity \( B \) (inside \( D \)) does not need to be precisely known; in fact only the bounds (ii) are required.

Let us show, by a simple example, that the estimates in Theorems 2.1 and 2.2 are nearly the best possible.

Example. Let us set \( n = 2, \Omega = B_1(0), D = B_r(0), 0 < r \leq \frac{1}{2}, A = \text{Id}, B = k\text{Id} \), and, for the sake of definiteness, \( k = 2 \). Let us pick \( \varphi(x) = \sin j\theta \), for some \( j = 2, 3, ..., \) where we denote by \( (\rho, \theta) \) the polar coordinates. In this case we have

\[
|D| = \pi r^2,
\]

\[
\frac{\delta W}{\int_{\partial \Omega} g_0 \varphi} = \frac{2r^{2j}}{3 + r^{2j}} = O(r^{2j}), \quad \text{as } r \to 0,
\]

\[
\frac{\| \varphi \|_{L^2(\partial \Omega)}}{\| \varphi \|_{H^{-1/2}(\partial \Omega)}} = \sqrt{j}.
\]

If the hypotheses of Theorem 2.1 are assumed, we must have

\[
r \geq \frac{\sqrt{2}}{\sqrt{2} - 1} h_1,
\]

and the constant on the right hand side of (2.6+) must satisfy

\[
C_2^+ \geq \frac{3\pi}{4} \exp \left[ -2 \left( \frac{\| \varphi \|_{L^2(\partial \Omega)}}{\| \varphi \|_{H^{-1/2}(\partial \Omega)}} - 1 \right) \ln \left( \frac{\sqrt{2}}{\sqrt{2} - 1} h_1 \right) \right].
\]
On the other hand, the constants \( p, C^+ \) in the right hand side of (2.7+) must satisfy
\[
p \geq \frac{\|\varphi\|_{L^2(\partial \Omega)}^2}{\|\varphi\|_{H^{-1/2}(\partial \Omega)}^2}, \quad C^+ \geq \frac{\pi}{4}.
\]

**Lemma 2.1.** Let \( \Omega \) be as in Theorem 2.1 and let \( D \Subset \Omega \) be measurable. Let \( A, B \) satisfy (i)-(iii). If (2.2+) holds, then we have
\[
\frac{\eta \lambda}{\mu} \int_D |\nabla u_0|^2 \leq \int_{\partial \Omega} (g_0 - g) \varphi \leq \frac{\mu - 1}{\lambda} \int_D |\nabla u_0|^2;
\]
if instead (2.2−) holds, then we have
\[
\frac{\eta \lambda}{\mu} \int_D |\nabla u_0|^2 \leq \int_{\partial \Omega} (g - g_0) \varphi \leq \frac{1}{\lambda \mu} \int_D |\nabla u_0|^2.
\]

**Proof.** The proof is based on the following identities:
\[
\int_{\Omega} (A_{X_{\Omega},D} + B_{X,D}) \nabla (u - u_0) \cdot \nabla (u - u_0) = \int_D (B - A) \nabla u_0 \cdot \nabla u = \int_{\partial \Omega} (g - g_0) \varphi,
\]
\[
\int_{\Omega} A \nabla (u - u_0) \cdot \nabla (u - u_0) + \int_D (B - A) \nabla u \cdot \nabla u = \int_{\partial \Omega} (g - g_0) \varphi,
\]
\[
\int_D (A - B) \nabla u \cdot \nabla u_0 = \int_{\partial \Omega} (g - g_0) \varphi,
\]
which can be derived, similarly to (3.5)–(3.6) in [KSS], from the weak formulation of (2.4) and (2.5).

In case (2.2+) holds, we have by (2.9)
\[
\int_{\partial \Omega} (g_0 - g) \varphi \leq \int_D (B - A) \nabla u_0 \cdot \nabla u_0.
\]
Moreover for every \( \epsilon > 0 \)
\[
\int_D (B - A) \nabla u_0 \cdot \nabla u_0 \leq (1 + \epsilon) \int_D (B - A) \nabla (u - u_0) \cdot \nabla (u - u_0) + (1 + \frac{1}{\epsilon}) \int_D (B - A) \nabla u \cdot \nabla u
\]
\[
\leq (1 + \epsilon)(\mu - 1) \left[ \int_D A \nabla (u - u_0) \cdot \nabla (u - u_0) + \frac{1}{\epsilon(\mu - 1)} \int_D (B - A) \nabla u \cdot \nabla u \right],
\]
which, choosing \( \epsilon = \frac{1}{\mu - 1} \) and using (2.10), is dominated by \( \mu \int_{\partial \Omega} (g_0 - g) \varphi \), so that
\[
\int_D (B - A) \nabla u_0 \cdot \nabla u_0 \leq \mu \int_{\partial \Omega} (g_0 - g) \varphi.
\]
In case (2.2−) holds, we have by (2.9)
\[
\int_{\partial \Omega} (g - g_0) \varphi \geq \int_D (A - B) \nabla u_0 \cdot \nabla u_0.
Now, using (2.11), for every $\epsilon > 0$ we obtain
\[
\int_{\partial \Omega} (g - g_0) \varphi = \int_D (A - B) \nabla u \cdot \nabla u_0
\]
\[
\leq \frac{\epsilon}{2} \int_D (A - B) \nabla u \cdot \nabla u + \frac{1}{2\epsilon} \int_D (A - B) \nabla u_0 \cdot \nabla u_0.
\]

On the other hand, by (2.10) and (2.9)
\[
\int_D (A - B) \nabla u \cdot \nabla u = \int_{\partial \Omega} (g - g_0) \varphi + \int_{\Omega} A \nabla (u - u_0) \cdot \nabla (u - u_0)
\]
\[
\leq \int_{\partial \Omega} (g - g_0) \varphi + \frac{1}{\mu} \int_{\Omega} (A\chi_{\Omega \setminus D} + B\chi_D) \nabla (u - u_0) \cdot \nabla (u - u_0)
\]
\[
= \frac{\mu + 1}{\mu} \int_{\partial \Omega} (g - g_0) \varphi - \frac{1}{\mu} \int_D (A - B) \nabla u_0 \cdot \nabla u_0.
\]

By inserting inequality (2.13) in (2.12) we have that, for every $0 < \epsilon < \frac{2\mu}{\mu + 1}$,
\[
\int_{\partial \Omega} (g - g_0) \varphi \leq \alpha(\epsilon) \int_D (A - B) \nabla u_0 \cdot \nabla u_0,
\]
where
\[
\alpha(\epsilon) = \frac{\mu - \epsilon^2}{\epsilon(2\mu - \epsilon \mu - \epsilon)}.
\]
The minimum of $\alpha(\epsilon)$ occurs when $\epsilon = \mu$, and in this case we deduce
\[
\int_{\partial \Omega} (g - g_0) \varphi \leq \frac{1}{\mu} \int_D (A - B) \nabla u_0 \cdot \nabla u_0.
\]
Therefore, if (2.2+) holds, we have that
\[
\frac{1}{\mu} \int_D (B - A) \nabla u_0 \cdot \nabla u_0 \leq \int_{\partial \Omega} (g_0 - g) \varphi \leq \int_D (B - A) \nabla u_0 \cdot \nabla u_0,
\]
whereas, if (2.2−) holds, we have that
\[
\int_D (A - B) \nabla u_0 \cdot \nabla u_0 \leq \int_{\partial \Omega} (g - g_0) \varphi \leq \frac{1}{\mu} \int_D (A - B) \nabla u_0 \cdot \nabla u_0.
\]
Estimates (2.8±) follow immediately from (2.14±) and (2.2±).

**Lemma 2.2.** Let $\Omega$ be a bounded domain in $\mathbb{R}^n$, such that $\partial \Omega \in C^{1,1}$ with constants $r_0$, $M_0$. Let $A$ satisfy (i), (iii). For every $x \in \Omega_{4\rho}$ and for every $\rho > 0$, we have
\[
\int_{B_{\rho}(x)} |\nabla u_0|^2 \geq C_\rho \int_{\Omega} |\nabla u_0|^2,
\]
where $C_\rho$ depends on $\lambda$, $\Gamma$, $|\Omega|$, $r_0$, $M_0$, $\|\varphi\|_{L^2(\partial \Omega)}$, $\|\varphi\|_{H^{1/2}(\partial \Omega)}$ and $\rho$ only.

**Proof.** Let $\rho_0$, depending on $r_0$, $M_0$ only, be such that $\Omega_{4\rho}$ is connected for every $\rho \leq \rho_0$. Without loss of generality, we may assume, for this proof, $\rho \leq \rho_0$. Given any $y \in \Omega_{4\rho}$, let $\gamma$ be an arc in $\Omega_{4\rho}$ joining $x$ and $y$. Let us define $\{x_i\}$, $i = 1, \ldots, L$, as follows: $x_1 = x$, $x_{i+1} = \gamma(t_i)$, where $t_i = \max\{t \text{ s.t. } |\gamma(t) - x_i| = 2\rho\}$ if $|x_i - y| > 2\rho$; otherwise let $i = L$ and stop the process. Then, by construction, the balls $B_{\rho}(x_i)$ are pairwise disjoint, $|x_{i+1} - x_i| = 2\rho$ for $i = 1, \ldots, L - 1$, $|x_L - y| \leq 2\rho$.

At this stage we shall make use of a three sphere inequality for solutions $\nu$ to the elliptic equation in divergence form with Lipschitz coefficients. More precisely,
for any $r^* > 0$ there exist $C \geq 1$, $\delta \in (0, 1)$ depending only on $\lambda$, $\Gamma$ and $r^*$, such that for every $x$ satisfying $B_{4r^*}(x) \subset \Omega$ and for every $r \leq r^*$ we have
\[
\|v\|_{L^2(B_{r/2}(x))} \leq C\|v\|_{L^2(B_r(x))}^{\delta}\|v\|_{L^2(B_{4r^*}(x))}^{1-\delta}.
\]
This result can be derived, through minor adaptations, from the estimates found by Garofalo and Lin in their proof of the unique continuation properties for this type of equations [GL]. In particular, choosing $v = u_0 - \bar{c}$, with
\[
\bar{c} = \left(\frac{1}{|B_r(x)|}\right) \int_{B_r(x)} u_0,
\]
and applying Caccioppoli and Poincaré inequalities, we have
\[
\|\nabla u_0\|_{L^2(B_{3r})(x)} \leq C\|\nabla u_0\|_{L^2(B_{r})(x)}^{\delta}\|\nabla u_0\|_{L^2(B_{4r^*})(x)}^{1-\delta}.
\]
Let us consider (2.16) for $x = x_i$ and $r = \rho$. We have
\[
\frac{\|\nabla u_0\|_{L^2(B_{\rho}(x_i+1))}}{\|\nabla u_0\|_{L^2(\Omega)}} \leq C \left(\frac{\|\nabla u_0\|_{L^2(B_{\rho}(x))}}{\|\nabla u_0\|_{L^2(\Omega)}}\right)^\delta,
\]
for $i = 1, ..., L - 1$. By induction we have
\[
\frac{\|\nabla u_0\|_{L^2(B_{\rho}(y))}}{\|\nabla u_0\|_{L^2(\Omega)}} \leq C^{1/(1-\delta)} \left(\frac{\|\nabla u_0\|_{L^2(B_{\rho}(x))}}{\|\nabla u_0\|_{L^2(\Omega)}}\right)^\delta \left(\frac{\|\nabla u_0\|_{L^2(B_{\rho}(y))}}{\|\nabla u_0\|_{L^2(\Omega)}}\right)^\delta,
\]
where $C$ depends only on $\lambda$, $\Gamma$ and $L \leq \frac{|\Omega|}{\omega_n \rho^2}$. Let us cover $\Omega_{5\rho}$ with internally nonoverlapping closed cubes of side $l = 2\rho/\sqrt{n}$. The number of such cubes is controlled by $N = \frac{|\Omega| n^{n/2}}{2^p \rho}$. Therefore, from (2.18) we have
\[
\frac{\|\nabla u_0\|_{L^2(\Omega_{5\rho})}}{\|\nabla u_0\|_{L^2(\Omega)}} \leq C \left(\frac{\|\nabla u_0\|_{L^2(B_{\rho}(x))}}{\|\nabla u_0\|_{L^2(\Omega)}}\right)^\delta \left(\frac{\|\nabla u_0\|_{L^2(\Omega_{5\rho})}}{\|\nabla u_0\|_{L^2(\Omega)}}\right)^\delta,
\]
where $C$ depends only on $\lambda$, $\Gamma$, $|\Omega|$, $\rho$. In order to estimate from below the left hand side in (2.19) we set
\[
\frac{\|\nabla u_0\|_{L^2(\Omega_{5\rho})}}{\|\nabla u_0\|_{L^2(\Omega)}} = 1 - \frac{\int_{\Omega_{5\rho}} |\nabla u_0|^2}{\int_{\Omega} |\nabla u_0|^2}.
\]
On one hand we have:
\[
\int_{\Omega \setminus \Omega_{5\rho}} |\nabla u_0|^2 \leq C \rho^{1/n} \cdot \|\varphi\|_{L^2(\partial\Omega)}^2,
\]
where $C$ depends only on $\lambda$, $\Gamma$, $r_0$, $M_0$, $|\Omega|$.

**Proof of the Claim.** By Hölder’s inequality
\[
\|\nabla u_0\|_{L^2(\Omega \setminus \Omega_{5\rho})} \leq |\Omega \setminus \Omega_{5\rho}|^{1/n} \|\nabla u_0\|_{L^{2n/(n-1)}(\Omega \setminus \Omega_{5\rho})},
\]
and by Sobolev inequality (see, e.g., [Ad])
\[
\|\nabla u_0\|_{L^{2n/(n-1)}(\Omega)} \leq C \|\nabla u_0\|_{H^{1/2}(\Omega)}^2,
\]
we have
\[
\|\nabla u_0\|_{L^{2n/(n-1)}(\Omega)} \leq C \|\nabla u_0\|_{H^{1/2}(\Omega)},
\]
\[
\|\nabla u_0\|_{H^{3/2}(\Omega)} \leq C \|\nabla u_0\|_{H^{1/2}(\Omega)},
\]
where $C$ depends only on $r_0$, $M_0$, $|\Omega|$.

Moreover, we have
\[
\|u_0\|_{H^{3/2}(\Omega)} \leq C \|\varphi\|_{L^2(\partial\Omega)},
\]
where $C$ depends only on $\lambda$, $\Gamma$, $r_0$, $M_0$, $|\Omega|$. Inequality (2.24) follows, by interpolation (see [LM]), from the trivial estimate
\begin{equation}
\|u_0\|_{H^1(\Omega)} \leq C\|\varphi\|_{H^{-1/2}(\partial\Omega)},
\end{equation}
where $C$ depends only on $\lambda$, $r_0$, $M_0$, $|\Omega|$, and from the elliptic estimate for the Neumann problem (see [Gr])
\begin{equation}
\|u_0\|_{H^2(\Omega)} \leq C\|\varphi\|_{H^{1/2}(\partial\Omega)},
\end{equation}
where $C$ depends only on $\lambda$, $\Gamma$, $r_0$, $M_0$, $|\Omega|$. Moreover,
\begin{equation}
|\Omega \setminus \Omega_{\rho_0}| \leq C\rho,
\end{equation}
where $C$ depends only on $r_0$, $M_0$, $|\Omega|$ (see (A.3) in [AR] for details). From (2.23), (2.24) and (2.27), the Claim follows.

On the other hand, we have the standard estimate
\begin{equation}
\|\varphi\|^2_{H^{-1/2}(\partial\Omega)} \leq C \int_\Omega |\nabla u_0|^2,
\end{equation}
where $C$ depends only on $\lambda$, $r_0$, $M_0$, $|\Omega|$ and hence there exists $\tilde{\rho} > 0$ depending only on $\lambda$, $\Gamma$, $|\Omega|$, $r_0$, $M_0$, $\|\varphi\|_{L^2(\partial\Omega)}$/$\|\varphi\|_{H^{-1/2}(\partial\Omega)}$ such that
\begin{equation}
\frac{\int_{\Omega_\rho} |\nabla u_0|^2}{\int_{\Omega} |\nabla u_0|^2} \geq \frac{1}{2},
\end{equation}
for every $\rho$, $0 < \rho \leq \tilde{\rho}$. Finally, from (2.19) and (2.29) the thesis follows when $0 < \rho \leq \tilde{\rho}$; for larger values of $\rho$, inequality (2.15) is then elementary.

Proof of Theorem 2.1. Let us consider the intermediate domain $\Omega_{d_0/2}$. Recalling that $\text{dist}(D, \partial\Omega) \geq d_0$, we have $\text{dist}(D, \partial\Omega_{d_0/2}) \geq \frac{d_0}{2}$. By standard elliptic estimates we have
\begin{equation}
\sup_D |\nabla u_0| \leq C \sup_{\Omega_{d_0/2}} |u_0| \leq C\|u_0\|_{L^2(\Omega)},
\end{equation}
where the constants depend on $\lambda$, $\Gamma$, $d_0$. From the trivial estimate
\[\int_\Omega |\nabla u_0|^2 \leq \lambda^{-1} \int_\Omega A\nabla u_0 \cdot \nabla u_0 = \lambda^{-1} \int_{\partial\Omega} g_0 \varphi,\]
and from the Poincaré inequality, we have
\begin{equation}
\sup_D |\nabla u_0| \leq C \left(\int_{\partial\Omega} g_0 \varphi\right)^{\frac{1}{2}},
\end{equation}
where $C$ depends only on $\lambda$, $\Gamma$, $d_0$, $|\Omega|$. The lower bound for $|D|$ in (2.6±) follows from the right hand side of (2.8±) and (2.30).

Next we prove the upper bound in (2.6±).

Let $\epsilon = \min \left\{ \frac{d_0}{2}, \frac{h_1}{\sqrt{m}} \right\}$. Let us cover $D_{h_1}$ with internally nonoverlapping closed cubes $Q_l$ of side $\epsilon$, for $l = 1, ..., L$. By the choice of $\epsilon$, the cubes $Q_l$ are contained in $D$. Hence
\begin{equation}
\int_D |\nabla u_0|^2 \geq \int_{\bigcup_{l=1}^L Q_l} |\nabla u_0|^2 \geq \frac{|D_{h_1}|}{\epsilon^n} \int_{Q_l} |\nabla u_0|^2,
\end{equation}
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where \( \tilde{l} \) is chosen in such a way that \( \int_{Q_{\tilde{l}}} |\nabla u_0|^2 = \min \int_{Q_{l}} |\nabla u_0|^2 \). Let \( \bar{x} \) be the center of \( Q_{\tilde{l}} \). From (2.31), the estimate (2.15) in Lemma 2.2 with \( x = \bar{x} \), \( \rho = \frac{\tilde{r}}{2} \), and from the trivial estimate

\[
(2.32) \quad \int_{\Omega} |\nabla u_0|^2 \geq \lambda \int_{\Omega} A \nabla u_0 \cdot \nabla u_0 = \lambda \int_{\partial\Omega} g_0 \varphi,
\]

we have

\[
(2.33) \quad \int_{D} |\nabla u_0|^2 \geq \left( K \int_{\partial\Omega} g_0 \varphi \right) |D|,
\]

where \( K \) depends only on \( \lambda, \Gamma, d_0, |\Omega|, r_0, M_0, h_1, \| \varphi \|_{L^2(\partial\Omega)}/\| \varphi \|_{H^{-1/2}(\partial\Omega)} \). The upper bound for \( |D| \) in (2.6±) follows from the left hand side of (2.8±) and (2.33).

Before proceeding to the proof of Theorem 2.2, we note that only the upper estimates in (2.7±) are in need of a new proof, since the lower estimates in Theorem 2.1 also apply under the hypotheses of Theorem 2.2. For the proof of the upper estimates without assuming a priori information on \( D \), we shall take advantage of the fact that \( |\nabla u_0|^2 \) is a Muckenhoupt weight (see [GL]).

**Theorem G-L.** Let \( u_0 \) be the solution to (2.5). For any \( \bar{r} > 0 \) there exist \( B > 0 \) and \( p > 1 \) such that we have

\[
(2.34) \quad \left( \frac{1}{|B_r|} \int_{B_r} |\nabla u_0|^2 \right)^{1/p} \left( \frac{1}{|B_r|} \int_{B_r} |\nabla u_0|^{-\frac{2}{p-1}} \right)^{p-1} \leq B,
\]

for any ball \( B_r \) such that \( B_{4r} \subset \Omega_{\bar{r}} \). Here \( B, p \) depend only on \( \lambda, \Gamma, |\Omega|, r_0, M_0, \bar{r} \) and \( \| \varphi \|_{L^2(\partial\Omega)}/\| \varphi \|_{H^{-1/2}(\partial\Omega)} \).

**Proof.** This result stems from [GL, Theorem 1.1] by rather straightforward arguments in the style of the proof of Lemma 2.2 above.

**Proof of Theorem 2.2.** Let us pick \( \bar{r} = \frac{d_0}{2} \) and \( \epsilon = \frac{d_0}{5\sqrt{\lambda}} \). Let us cover \( D \) with internally nonoverlapping closed cubes \( Q_j, j = 1, \ldots, J \), with side \( \epsilon \). By Hölder’s inequality, we have

\[
|D| = \int_D |\nabla u_0|^{-2/p} |\nabla u_0|^{2/p} \leq \left( \int_{\bigcup_{j=1}^J Q_j} |\nabla u_0|^{-2/(p-1)} \right)^{(p-1)/p} \left( \int_D |\nabla u_0|^2 \right)^{1/p}.
\]

By using (2.34) on the balls \( B_j \) circumscribing each cube \( Q_j, j = 1, \ldots, J \), we have

\[
\left( \int_{Q_j} |\nabla u_0|^{-2/(p-1)} \right)^{(p-1)/p} = \left( \int_{Q_j} \frac{1}{|Q_j|} \int_{Q_j} |\nabla u_0|^{-2/(p-1)} \right)^{(p-1)/p} \leq \left( \frac{1}{|Q_j|} \int_{Q_j} |\nabla u_0|^2 \right)^{1/(p-1)} \leq \frac{(J\epsilon^n)^{1/(p-1)} B^{1/p} C(n)}{\min_j \left( \frac{1}{|Q_j|} \int_{Q_j} |\nabla u_0|^2 \right)^{1/p}},
\]

where \( C(n) \) is a constant depending only on \( n \).
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where $C(n) = \omega_n \left(\frac{n\pi}{2}\right)^n$. Now $J\varepsilon^n = \sum_{j=1}^J |Q_j| \leq |\Omega|$ and hence

\begin{equation}
(2.36) \quad |D| \leq |\Omega|^{(p-1)/p} B^{1/p} C(n) \left(\frac{\varepsilon^n \int_D |\nabla u_0|^2}{\min_j \int_{Q_j} |\nabla u_0|^2}\right)^{1/p}.
\end{equation}

By (2.15), (2.32) and (2.36) we have

\begin{equation}
(2.37) \quad \int_D |\nabla u_0|^2 \geq \left( K \int_{\partial\Omega} g_0 \varphi \right) |D|^p,
\end{equation}

where $K$ depends only on $\lambda$, $\Gamma$, $d_0$, $|\Omega|$, $r_0$, $M_0$, $||\varphi||_{L^2(\partial\Omega)}$, $||\varphi||_{H^{-1/2}(\partial\Omega)}$. The right hand side of (2.7-) follows from the left hand side of (2.8-) and (2.37). \qed

Remark. We observe that the results of Theorems 2.1 and 2.2 also remain valid when $\partial\Omega$ is merely Lipschitz. In fact, the only stage at which the smoothness of $\partial\Omega$ has been used is in (2.20), and indeed such estimate could be improved as follows:

\begin{equation}
(2.38) \quad \int_{\Omega \setminus \Omega_{2\rho}} |\nabla u_0|^2 \leq C \rho ||\varphi||^2_{L^2(\partial\Omega)},
\end{equation}

where $C > 0$ depends only on $\lambda$, $\Gamma$ and on the Lipschitz character of $\Omega$.

This last estimate (2.38) could be derived by a rather lengthy adaptation of deep results by Kenig and Pipher [KP]; see also [K] and in particular Theorems 1.8.13, 2.4.5 and 2.8.5.
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