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Abstract. On bounded domains $\Omega \subset \mathbb{R}^2$ we consider the anisotropic problems

$$u^{-a}u_{xx} + u^{-b}u_{yy} = p(x, y) \quad \text{in} \quad \Omega \quad \text{with} \quad a, b > 1 \quad \text{and} \quad u = \infty \quad \text{on} \quad \partial \Omega \quad \text{and} \quad u^{-a}u_{xx} + u^{-d}u_{yy} + q(x, y) = 0 \quad \text{in} \quad \Omega \quad \text{with} \quad c, d \geq 0 \quad \text{and} \quad u = 0 \quad \text{on} \quad \partial \Omega.$$ 

Moreover, we generalize these boundary value problems to space-dimensions $n > 2$. Under geometric conditions on $\Omega$ and monotonicity assumption on $0 < p, q \in C^0(\overline{\Omega})$ we prove existence and uniqueness of positive solutions.

1. Introduction

In [6], the first two authors proved that if $\Omega \subset \mathbb{R}^2$ is a smooth, bounded, convex domain and $p$ is continuous and positive on $\overline{\Omega}$, then there exists a positive solution $u \in C^2(\Omega)$ to

$$u^{-a}u_{xx} + u^{-b}u_{yy} - p(x, y) = 0 \quad \text{in} \quad \Omega, \quad u = \infty \quad \text{on} \quad \partial \Omega,$$

where $a \geq b > 1$ and the boundary condition is understood in the sense that $u(x, y) \to \infty$ whenever $(x, y) \in \Omega$ tends to a point $(x_0, y_0)$ on $\partial \Omega$. In the case $a = b > 1$, problem (1) is isotropic and represents a special case of the equation $\Delta u + f(x, u) = 0$ in $\Omega$ with infinite boundary conditions. Much research (including existence, uniqueness and asymptotic behavior) has been done on the isotropic case, starting with the work of Keller [7] and Osserman [12], where a large class of fast-growing nonlinearities $f$ was studied. For an overview of subsequent work on the isotropic boundary blow-up problem see Bandle, Marcus [1], [2] and Lazer, McKenna [9], [10].

In this paper we come back to the anisotropic problem and show that a similar existence result holds in $\mathbb{R}^n$. Moreover, we will show that the positive solution is unique. Specifically, if $\Omega \subset \mathbb{R}^n$ is a smooth, bounded domain which satisfies a weighted star-shapedness condition (a requirement which we will define in Section
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under certain conditions on $p$, there exists a unique positive solution to

$$\sum_{j=1}^{n} u^{-d_j} u_{x_j x_j} - p(x) = 0 \text{ in } \Omega,$$

$$u = \infty \text{ on } \partial \Omega,$$

where $d_1, \ldots, d_n > 1$. The main difficulty in the treatment of (2) is the lack of the usual comparison principle between upper and lower solution due to the anisotropic character of the equation. However, in Section 2 we will state comparison principles which are suitable for (2).

Likewise, our methods apply to prove existence and uniqueness of positive solutions to the problem

$$\sum_{j=1}^{n} u^{e_j} u_{x_j x_j} + q(x) = 0 \text{ in } \Omega,$$

$$u = 0 \text{ on } \partial \Omega,$$

where $e_1, \ldots, e_n \geq 0$. The existence part for problem (3) on convex domains was treated by Choi, Lazer, McKenna [3] and Choi, McKenna [4], where uniqueness was left as an open problem. Partial results towards uniqueness in dimension $n = 2$ were given by Lair, Shaker [8] and Reichel [13]. For non-convex domains, very little is known, cf. [4]. By our method we can show existence and uniqueness for a class of functions $q$ and for a class of domains which satisfy a weighted star-shapedness condition (cf. Section 2). This class of domains contains non-convex domains, but it does not contain all convex domains; cf. Section 2. Therefore, our existence results complement those in [4], whereas the uniqueness part is new.

We point out that in many aspects (2) and (3) can be treated by very similar methods. This was already observed by Lazer, McKenna in [10].

Our paper is structured as follows: In Section 2 we prove two comparison lemmas and in Section 3 we use these lemmas to prove existence and uniqueness of a solution to (2). In Section 4 we show how our method can be applied to (3). In the final section we pose some open problems.

### 2. Comparison Lemmas

One of our main tools is the following comparison lemma. We state it in a more general form than we need, since it may be useful for other applications. A closely related version was found by Choi, Lazer and McKenna in [3].

**Lemma 2.1.** Consider the problem

$$G(u) := \sum_{j=1}^{n} g_j(x, u) u_{x_j x_j} + g_{n+1}(x, u) = 0 \text{ in } \Omega,$$

$$u = h \text{ on } \partial \Omega,$$

where the functions $g_i = g_i(x, s)$ defined on $\Omega \times (0, \infty)$ are nonincreasing in $s > 0$ for $i = 1, \ldots, n + 1$ and nonnegative for $i = 1, \ldots, n$. Suppose there exists $\phi, \psi \in C(\Omega) \cap C^2(\Omega)$ with $\phi > \psi$, $\phi_{x_{1}x_{1}} + \psi_{x_{1}x_{1}} + \cdots + \psi_{x_{n}x_{n}} \geq 0 \text{ in } \Omega$. Also, suppose $G(\phi) < 0$, $G(\psi) > 0$ and $\phi|_{\partial \Omega} \geq h \geq \psi|_{\partial \Omega}$. If $u \in C(\Omega) \cap C^2(\Omega)$ is a positive solution to (4), then $\phi \geq u \geq \psi$. 
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Remark. 1) In the case that \( g_1, \ldots, g_n \) are positive functions of \( x \) only, this lemma amounts to the standard comparison theorem for linear uniformly elliptic operators with a nonincreasing nonlinearity \( g_{n+1} \), and it even holds without the assumptions on \( \phi_{x_i,x_i}, \psi_{x_i,x_i} \). Lemma 2.1 can be viewed as an extension of the standard comparison principle to a class of quasilinear operators, which includes, e.g., (2).

2) The condition \( \phi|_{\partial \Omega} \geq h \) is used to ensure that a negative infimum of \( \phi - u \) cannot be attained on \( \partial \Omega \). If \( \lim \phi(x) = \infty \) uniformly in \( x \) as \( x \to \partial \Omega \), then any negative infimum of \( \phi - u \) is attained in \( \Omega \) and the conclusion of Lemma 2.1 still holds for such boundary values of \( \phi \).

Proof. Let \( u > 0 \) solve (4) and suppose that the above inequality does not hold; i.e., suppose there exists an \( x \in \Omega \) such that \( (\phi - u)(x) < 0 \). Let \( x_0 \in \Omega \) be the point where the infimum of \( \phi - u \) is attained. Then \( (\phi - u)_{x_i,x_j}(x_0) \geq 0 \) for \( j = 1, \ldots, n \) and since \( G(u) = 0 \), we have at \( x_0 \)

\[
G(\phi) = G(\phi) - G(u) \\
= \sum_{j=1}^{n} g_j(x_0, \phi)\phi_{x_j,x_j} + g_{n+1}(x_0, \phi) - \sum_{j=1}^{n} g_j(x_0, u)u_{x_j,x_j} - g_{n+1}(x_0, u) \\
= \sum_{j=1}^{n} (g_j(x_0, \phi) - g_j(x_0, u))\phi_{x_j,x_j} + \sum_{j=1}^{n} g_j(x_0, u)(\phi - u)_{x_j,x_j} \\
+ g_{n+1}(x_0, \phi) - g_{n+1}(x_0, u) \geq 0.
\]

But \( G(\phi) < 0 \). Therefore, \( u \leq \phi \) in \( \Omega \). Similarly, \( \psi \leq u \) in \( \Omega \).

The following geometric notion is a technical condition that is used for our uniqueness proof.

Definition. For a set of exponents \( f_1, f_2, \ldots, f_n > 0 \), a bounded domain \( \Omega \subset \mathbb{R}^n \) which contains the origin satisfies a weighted star-shapedness condition if \( (\lambda^{f_1} x_1, \ldots, \lambda^{f_n} x_n) \in \Omega \) for all \( (x_1, \ldots, x_n) \in \Omega \) and \( \lambda \in (0,1) \).

Notice that for \( f_1 = \ldots = f_n \), the weighted star-shapedness condition is the usual star-shapedness condition with respect to the origin. In general, weighted star-shapedness and star-shapedness are not comparable. In the example in Figure 1 the \((1,2)\)-weighted star-shapedness means that \((\lambda x, \lambda^2 y)\) lies in \(\Omega\) for \((x, y) \in \Omega\) and \(0 < \lambda < 1\), i.e., the piece of parabola between the vertex \((0,0)\) and the point \((x, y)\) has to lie in \(\Omega\).

The next condition identifies a large class of domains that satisfy the weighted star-shapendess condition for any set of positive exponents. In dimension \( n = 2 \) this condition was introduced by Reichel [13] as the interior rectangle condition (see Figure 2).

Definition. A bounded domain \( \Omega \subset \mathbb{R}^n \) which contains the origin satisfies the interior box condition if for all \((x_1, \ldots, x_n) \in \partial \Omega \) the box \([0, x_1) \times \ldots \times [0, x_n)\) lies in \(\Omega\).

The interior box condition is less general than star-shapedness with respect to \(0\). But the interior box condition implies the weighted star-shapedness condition for any set of positive exponents. We introduce the interior box condition because it is easier to verify than the weighted star-shapedness condition. Notice that both the weighted star-shapedness condition and the interior box condition are not invariant.
under rotations, which reflects the fact that the differential equation (2) is also not invariant under rotations.

The following comparison lemma is one of the main tools for our existence and uniqueness result. Compared to Lemma 2.1, it requires no sign-condition for the second-derivatives of a sub-, supersetion pair. Instead, it requires weighted star-shapedness of the underlying domain and a corresponding monotonicity assumption on the zero-order term.

**Lemma 2.2.** For \( u \in C^2(\Omega) \) we define

\[
F(u) := \sum_{j=1}^{n} u^{-d_j} u_{x_j} x_j - p(x),
\]

where \( d_1, \ldots, d_n > 1 \), and we suppose that \( \Omega \subset \mathbb{R}^n \) satisfies the weighted star-shapedness condition for the exponents \( (d_1 - 1)/2, \ldots, (d_n - 1)/2 \). For \( \lambda \in (0,1] \) and \( x = (x_1, \ldots, x_n) \in \Omega \), define

\[
x_\lambda := (\lambda^{\frac{d_1-1}{2}} x_1, \lambda^{\frac{d_2-1}{2}} x_2, \ldots, \lambda^{\frac{d_n-1}{2}} x_n).
\]
Let \( p \in C(\overline{\Omega}) \) be a positive function such that
\[
(7) \quad p(x_\lambda) \geq p(x) \text{ for all } x \in \Omega \text{ and all } \lambda \in (0,1].
\]

Let \( v, w \in C^2(\Omega) \cap C(\overline{\Omega}) \) be positive in \( \Omega \) and suppose they satisfy \( F(v) \leq 0 \) and \( F(w) \geq 0 \) in \( \Omega \). If \( \inf_{x \in \partial \Omega} v \geq \max_{\omega \subset \subset \Omega} w \) for every compact subset \( \Omega' \) of \( \Omega \), then \( v \geq w \) in \( \Omega \).

**Proof.** Due to the weighted star-shapedness condition we can define \( w_\lambda(x) = \lambda w(x_\lambda) \) for \( \lambda \in (0,1) \), \( x = (x_1, \ldots, x_n) \in \Omega \). Note that \( (w_\lambda)_{x_i,x_j}(x) = \lambda^{d_j} w_{x_i,x_j}(x_\lambda) \) and therefore, since \( F(w) \geq 0 \) on \( \Omega \), we have
\[
F(w_\lambda(x)) = \sum_{j=1}^{n} w^{-d_j}(x_\lambda) w_{x_i,x_j}(x_\lambda) - p(x) = F(w(x_\lambda)) + p(x) - p(x) \geq 0.
\]

Now for \( t \in [0,1] \), define
\[
w_{\lambda,t}(x) := tv(x) + (1-t)w_\lambda(x)
\]
and for \( j = 1, \ldots, n \) consider
\[
(8) \quad \mu_j := \int_0^1 \frac{d}{dt}(w_{\lambda,t}^{-d_j}(w_{\lambda,t})_{x_i,x_j}) dt.
\]

Then we have
\[
(9) \quad \mu_j = w_{\lambda,t}^{-d_j}(w_{\lambda,t})_{x_i,x_j} = v^{-d_j} v_{x_i,x_j} - w_\lambda^{-d_j}(w_\lambda)_{x_i,x_j}.
\]

Also, differentiating inside the integral in (8), we see that
\[
\mu_j = (v - w_\lambda)_{x_i,x_j} \int_0^1 w_{\lambda,t}^{-d_j} dt - d_j(v - w_\lambda) \int_0^1 (w_{\lambda,t})_{x_i,x_j} w_{\lambda,t}^{-d_j-1} dt = a_{jj}(v - w_\lambda)_{x_i,x_j} + c_j(v - w_\lambda),
\]
where \( a_{jj} := \int_0^1 w_{\lambda,t}^{-d_j} dt > 0 \) and \( c_j := -d_j \int_0^1 (w_{\lambda,t})_{x_i,x_j} w_{\lambda,t}^{-d_j-1} dt \). From the above expression for \( \mu_j \) and (8), we see that
\[
L(v-w) := \sum_{j=1}^{n} a_{jj}(v - w_\lambda)_{x_i,x_j} + c_j(v - w_\lambda) = \sum_{j=1}^{n} \mu_j = F(v) - F(w_\lambda) \leq 0
\]
since \( F(v) \leq 0 \) and \( F(w_\lambda) \geq 0 \). Notice that, even in the case where \( v \) is unbounded, on compact subsets of \( \Omega \) we find that the operator \( L \) is uniformly elliptic with bounded coefficients.

Now define \( S = \{ \lambda \in (0,1) : w_\lambda \leq v \} \). Since \( w_\lambda \) tends to 0 uniformly in \( \overline{\Omega} \) as \( \lambda \to 0 \), and since \( \min_{\overline{\Omega}} v > 0 \), we note that \( S \neq \emptyset \). Let \( \lambda^* = \sup_{\lambda \in S} \lambda \). Note that if \( \lambda^* = 1 \), we have \( w = w_1 \leq v \) and the proof of the lemma is complete. We claim that \( \lambda^* = 1 \). To see this, suppose \( \lambda^* < 1 \). By the maximality of \( \lambda^* \) there exists a “touching point” \( x_0 \in \overline{\Omega} \) with \( w_{\lambda^*}(x_0) = v(x_0) \). By the hypotheses, \( \inf_{\partial \Omega} v > \max_{\overline{\Omega}} w_\lambda \). Therefore \( x_0 \) lies in \( \Omega \). Since \( L(v - w_{\lambda^*}) \leq 0 \) and \( v \geq w_{\lambda^*} \), the strong minimum principle implies \( v \equiv w_{\lambda^*} \). But this contradicts \( \inf_{\partial \Omega} v > \max_{\overline{\Omega}} w_\lambda \). Therefore, \( \lambda^* = 1 \), and the proof is complete. \( \square \)
3. Existence and Uniqueness for

**Theorem 3.1.** Let \( \Omega \subset \mathbb{R}^n \) be a smooth, bounded domain which contains the origin and which satisfies the weighted star-shapedness condition with exponents \( (d_1 - 1)/2, \ldots, (d_n - 1)/2 > 0 \) and let \( p \in C^0(\overline{\Omega}) \) be a positive function that satisfies the monotonicity assumption \( \overline{\Omega} \). Then there exists a unique positive solution \( u \in C^2(\Omega) \) to the problem

\[
\sum_{j=1}^{n} u^{-d_j} u_{x_j} - p(x) = 0 \text{ in } \Omega,
\]

\[
u = \infty \text{ on } \partial \Omega.
\]

**Proof.** Without loss of generality we may assume \( d_n = \min\{d_j : j = 1, \ldots, n\} \).

The hypotheses on \( p \) imply the existence of constants \( M_1, M_2 > 0 \) such that \( M_1 < p(x) < M_2 \) for all \( x \in \Omega \). For fixed \( m > 0 \) let \( \psi_m \) be the solution of

\[
\psi'' - (M_2 + 1) \psi'^{d_m} = 0 \text{ in } (-L, L),
\]

\[
\psi(-L) = \psi(L) = m,
\]

where \( 2L = \text{diam } \Omega \). Notice that the solution \( \psi_m \) is uniquely determined and that \( \psi_m \geq 2e \) in \( (-L, L) \) for some \( e > 0 \) independent on \( m \). From now on we consider \( \psi_m(x) = \psi_m(x_n) \) as a function on the strip \( S = \{ x \in \mathbb{R}^n : -L < x_n < L \} \), which satisfies \( (\psi_m(x_n) - (M_2 + 1) \psi_m^{d_m} = 0 \text{ in } S \). Modulo a translation of the strip \( S \) in the \( x_n \)-direction we may assume that \( \Omega \) is contained in \( S \).

Next we apply a standard cut-off procedure, i.e., above the constant \( m \) and below the function \( \psi_m \) we cut off the nonlinear terms in (10) in a smooth way. For \( j = 1, \ldots, n \) and \( x \in \Omega \), define

\[
f_m^{(j)}(x, u) = \begin{cases} 
(\psi_m(x) - \epsilon)^{-d_j} & \text{if } 0 < u \leq \psi_m(x) - \epsilon, \\
u^{-d_j} & \text{if } \psi_m(x) \leq u \leq m, \\
m + 1 & \text{if } m + 1 \leq u,
\end{cases}
\]

and extend \( f_m^{(j)} \) in a nonincreasing, smooth way in the strips \( m \leq u \leq m + 1 \) and \( \psi_m(x) - \epsilon \leq u \leq \psi_m(x) \). With this construction \( f_m^{(j)} \) is a bounded, nonincreasing, \( C^1 \)-function that coincides with \( u^{-d_j} \) in the region where \( \psi_m \leq u \leq m \). Consider the problem

\[
F_m(u) := \sum_{j=1}^{n} f_m^{(j)}(x, u) u_{x_j} - p(x) = 0 \text{ in } \Omega,
\]

\[
u = m \text{ on } \partial \Omega.
\]

Since (13) is a uniformly elliptic operator with bounded coefficients, the existence of a positive \( C^{2,\alpha}(\overline{\Omega}) \)-solution \( u_m \) to (13) follows from Theorem 15.12 in Gilbarg, Trudinger [5]. Since \( \psi_m \leq u \leq m \) we find that

\[
F_m(\psi_m) = f_m^{(n)}(x, \psi_m(x))(\psi_m)_{x_n} - p(x) = M_2 + 1 - p(x) > 0
\]

by (11), (12) and the restriction on \( p \). Therefore, \( \psi_m \) is a lower solution to (13). Likewise, if we define \( \phi_m(x) = m \), then clearly

\[
F_m(\phi_m) = -p(x) < 0
\]

and therefore \( \phi_m \) is an upper solution to (13). Since \( (\psi_m)_{x_j}, (\phi_m)_{x_j} \geq 0 \) for \( j = 1, \ldots, n \), the Comparison Lemma \( \overline{\Omega} \) applies and shows that the solution \( u_m \) to
satisfies \( \psi_m \leq u_m \leq \phi_m = m \). Therefore we can remove the cut-off and we find that \( u_m \) solves
\[
F(u) := \sum_{j=1}^{n} u^{-d_j} u_{x_j} - p(x) = 0 \text{ in } \Omega,
\]
\[
u = m \text{ on } \partial \Omega.
\]

Next we show that the sequence \( u_m \) is uniformly bounded above on every compact subset \( \Omega' \) of \( \Omega \). Since \( \Omega' \) can be covered by a finite number of balls \( B_R(\bar{x}) \subset \Omega \) with sufficiently small radius \( R \), it is enough to establish an upper bound on such balls. Let \( \Phi : [0, R) \to \mathbb{R}^+ \) solve
\[
\Phi'' = \frac{M_1}{n} \Phi^{d_n} \text{ in } [0, R),
\]
\[
\Phi(R) = \infty, \quad \Phi'(0) = 0.
\]

Note that we can assume \( R \) to be so small that \( \Phi \geq 1 \) on \( [0, R) \). On the ball \( B_R(\bar{x}) \) the function \( \phi(x) = \Phi(r) \) with \( r = |x - \bar{x}| \) is a \( C^2 \)-function. Since \( \Phi'(0) = 0 \), we find by the mean value theorem a point \( \rho = \rho(r) \in (0, r) \) such that
\[
\frac{n-1}{r} \Phi'(r) = (n-1)\Phi''(\rho) \leq (n-1)\Phi''(r),
\]
where the last estimate follows from (16). Therefore
\[
\Delta \phi = \Phi'' + \frac{n-1}{r} \Phi' \leq n\Phi'' \leq p(x)\phi^{d_n}
\]
on the ball \( B_R(\bar{x}) \). Moreover, \( \partial_x \Phi(r) = \Phi'(\frac{x \cdot \bar{x} - \bar{x} \cdot \bar{x}}{r^2}) \), and by using that \( \Phi \) is increasing and convex we find \( \partial_x^2 \Phi(\rho) = \Phi'(\frac{x \cdot \bar{x} - \bar{x} \cdot \bar{x}}{r^2})^2 + \Phi''(\frac{x \cdot \bar{x} - \bar{x} \cdot \bar{x}}{r^2})^2 \geq 0 \). Finally, this implies
\[
\sum_{i=1}^{n} \phi^{-d_i} \phi_{x_i} \leq \phi^{-d_n} \sum_{i=1}^{n} \phi_{x_i} = \phi^{-d_n} \Delta \phi \leq p(x)
\]
in \( B_R(\bar{x}) \). Since \( \phi(x) \to \infty \) uniformly as \( x \to \partial B_R(\bar{x}) \), we can apply Lemma 2.1 to \( u_m \) and \( \phi \) on the ball \( B_R(\bar{x}) \) and we find \( u_m \leq \phi \) in \( B_R(\bar{x}) \). If we choose \( R' < R \), then \( u_m \) is bounded above uniformly in \( m \) on any ball \( B_{R'}(\bar{x}) \subset \Omega \). A covering argument implies a uniform \( L^\infty \)-bound on \( u_m \) on each compact subset \( \Omega' \) of \( \Omega' \).

Since \( u_m \) is also bounded away from zero by \( u_m \geq \psi_m \geq 2\varepsilon \), we find on compact subsets \( \Omega' \subset \subset \Omega \) that the ellipticity coefficients of (15) in the range of \( u_m \) are bounded away from zero uniformly with respect to \( m \). Therefore we may apply the fundamental Hölder-estimates of Krylov, Safonov (cf. Gilbarg, Trudinger [5]. Corollary 9.24) and find that \( \|u_m\|_{C^\alpha(\Omega')} \leq \text{const.}(\Omega') \), where \( \alpha = \alpha(\Omega') \in (0, 1) \). With this preliminary smoothness of the coefficients of (15) and the local boundedness of \( u_m \) we can apply the standard interior Schauder-estimates and get for every compact subset \( \Omega' \) of \( \Omega \) that \( \|u_m\|_{C^{2,\alpha}(\Omega')} \leq \text{const.}(\Omega') \), where \( \alpha = \alpha(\Omega') \). Hence on every compact subset we can extract a \( C^{2,\alpha'} \)-convergent subsequence, and with a final diagonalization argument we find that a subsequence of the \( u_m \) converges for \( m \to \infty \) in \( C^2(\Omega) \) to a limit function \( u \in C^2(\Omega) \), which satisfies the differential equation in (14). To see that \( u \) satisfies the boundary condition in (10), note that by Lemma 2.2 we have \( u_m \leq u_{m+1} \) and therefore
Let \( v \) provided

\[
m = \lim_{x \to \partial \Omega} u_m(x) \leq \lim_{x \to \partial \Omega} u(x).
\]

This holds for all \( m \); therefore \( u \) satisfies the boundary condition in (10).

To see that the solution is unique, suppose \( u_1 \) and \( u_2 \) both solve (11). The comparison Lemma 2.2 applies and shows \( u_1 \geq u_2 \), if we notice that \( \inf_{\partial \Omega} u_1 = \infty > \max_{\Omega} u_2 \) holds. Repeating the argument with the roles of \( u_1 \) and \( u_2 \) reversed, we find \( u_1 = u_2 \).

4. Existence and uniqueness for (3)

We formulate the necessary steps for problem (3), and we indicate where the proofs differ from the ones in Sections 2 and 3. The next lemma is yet another extension of the standard, linear comparison principle to a class of quasilinear operators including (3).

Lemma 4.1. Consider the problem

\[
G(u) := \sum_{j=1}^{n} g_j(x,u)u_{x_j,x_j} + g_{n+1}(x,u) = 0 \text{ in } \Omega,
\]

\[
u = h \text{ on } \partial \Omega,
\]

where the functions \( g_i = g_i(x,s) \) defined on \( \Omega \times (0,\infty) \) are nonnegative and non-decreasing in \( s > 0 \) for \( i = 1, \ldots, n \) and \( g_{n+1} = g_{n+1}(x,s) \) defined on \( \Omega \times (0,\infty) \) is nonincreasing in \( s > 0 \). Suppose there exists \( \phi, \psi \in C(\overline{\Omega}) \cap C^2(\Omega) \) with \( \phi, \psi > 0 \), \( \phi_{x_1,x_1}, \psi_{x_1,x_1}, \ldots, \phi_{x_n,x_n}, \psi_{x_n,x_n} \leq 0 \) in \( \Omega \). Also, suppose \( G(\phi) < 0, G(\psi) > 0 \) and \( \phi|_{\partial \Omega} \geq \frac{h}{\psi|_{\partial \Omega}} \). If \( u \in C(\overline{\Omega}) \cap C^2(\Omega) \) is a positive solution to (17), then \( \phi \geq u \geq \psi \).

Lemma 4.2. For \( u \in C^2(\Omega) \) we define

\[
F(u) := \sum_{j=1}^{n} u^{e_j}u_{x_j,x_j} + q(x),
\]

where \( e_1, \ldots, e_n \geq 0 \), and we suppose that \( \Omega \subset \mathbb{R}^n \) satisfies the weighted star-shapedness condition for the exponents \( (e_1 + 1)/2, \ldots, (e_n + 1)/2 \). For \( \lambda \in (0,1] \) and \( x = (x_1, \ldots, x_n) \in \Omega \), define

\[
x_{\lambda} := (\lambda^{2^{-1}}x_1, \lambda^{2^{-1}}x_2, \ldots, \lambda^{2^{-1}}x_n).
\]

Let \( q \in C(\overline{\Omega}) \) be a positive function such that

\[
q(x_{\lambda}) \geq q(x) \text{ for all } x \in \Omega \text{ and all } \lambda \in (0,1].
\]

Let \( v, w \in C^2(\Omega) \cap C(\overline{\Omega}) \) be positive in \( \Omega \) and suppose they satisfy \( F(v) \leq 0 \) and \( F(w) \geq 0 \) in \( \Omega \). If \( \min_{\Omega} v \geq \max_{\partial \Omega} w \) for every compact subset \( \Omega' \) of \( \Omega \), then \( v \geq w \) in \( \Omega \).

Proof. Let \( v_{\lambda}(x) = \lambda^{-1}v(x_{\lambda}) \) for \( \lambda \leq 1 \) and \( x \in \Omega \). Then \( (F(v_{\lambda}))(x) = (F(v))(x_{\lambda}) - q(x_{\lambda}) + q(x) \leq 0 \). Since \( v_{\lambda} \to +\infty \) uniformly in \( \overline{\Omega} \) as \( \lambda \to 0 \), we have \( v_{\lambda} \geq w \) in \( \overline{\Omega} \) for small \( \lambda \). At the maximal value \( \lambda^* \) we have a touching point \( x_0 \in \overline{\Omega} \) with \( v_{\lambda^*}(x_0) = w(x_0) \). By the hypotheses of the lemma we have \( \min_{\Omega} v_{\lambda} > \max_{\partial \Omega} w \), provided \( \lambda^* < 1 \). Therefore \( x_0 \) lies in \( \Omega \). Since \( v_{\lambda^*} - w \geq 0 \) satisfies an elliptic differential inequality, which is uniformly elliptic in compact subsets of \( \Omega \), the strong minimum principle implies \( v_{\lambda^*} \equiv w \). But this is impossible for \( \lambda^* < 1 \).
**Theorem 4.3.** Let $\Omega \subset \mathbb{R}^n$ be a smooth, bounded domain which contains the origin and which satisfies the weighted star-shapedness condition with exponents $(e_1 + 1)/2, \ldots, (e_n + 1)/2 > 0$ and let $q \in C^0(\overline{\Omega})$ be a positive function that satisfies the monotonicity assumption \(20\). Then there exists a unique positive solution $u \in C^2(\Omega) \cap C(\overline{\Omega})$ to the problem

$$
\sum_{j=1}^n u^{e_j} u_{x_j} + q(x) = 0 \text{ in } \Omega,
$$

$$
u = 0 \text{ on } \partial \Omega.
$$

**Proof.** We assume $e_n = \min\{e_j : j = 1, \ldots, n\}$ and $0 < M_1 \leq q(x) \leq M_2$. For fixed $\delta \in (0, 1]$ consider the solution $\psi_\delta$ of

$$
\psi'' + (M_2 + 1)\psi^{-e_n} = 0 \text{ in } (-L, L),
$$

$$
\psi(-L) = \psi(L) = \delta > 0,
$$

with $2L = \text{diam } \Omega$. The function $\psi_\delta$ and the constant $\delta$ will serve as a pair of strict upper and lower solutions for an intermediate problem with the cut-off nonlinearity $f_\delta^{(j)}(x, u)$ defined by

$$
f_\delta^{(j)}(x, u) = \left\{
\begin{array}{ll}
(\delta/2)^{e_j} & \text{if } 0 < u < \delta/2, \\
\psi_\delta^{e_j} & \text{if } \delta < u \leq \psi_\delta(x), \\
\psi_\delta(x) + 1 & \text{if } \psi_\delta(x) < u \leq \psi_\delta(x) + 1,
\end{array}
\right.
$$

and extended in a nondecreasing, smooth way in the strips $\delta/2 \leq u \leq \delta$ and $\psi_\delta(x) < u \leq \psi_\delta(x) + 1$. With this construction $f_\delta^{(j)}$ is a bounded, nondecreasing, $C^1$-function that coincides with $u^{e_j}$ in the region where $\delta < u \leq \psi_\delta(x)$. If $u_\delta$ is the solution of

$$
\mathcal{F}_\delta(u) := \sum_{j=1}^n f_\delta^{(j)}(x, u) u_{x_j} + q(x) = 0 \text{ in } \Omega,
$$

$$
u = \delta \text{ on } \partial \Omega,
$$

then, due to $\mathcal{F}_\delta(\psi_\delta) < 0$, $\mathcal{F}_\delta(\delta) > 0$ we find by Lemma \[4\] that $\delta \leq u_\delta \leq \psi_\delta$. Thus we can remove the cut-off and find that $u_\delta$ solves

$$
\mathcal{F}(u) = 0 \text{ in } \Omega, \quad u = \delta \text{ on } \partial \Omega.
$$

To find uniform lower bounds on $u_\delta$ in balls $B_R(x) \subset \Omega$ we consider the solution $\Phi : [0, R] \to \mathbb{R}^+$ of

$$
\Phi'' + \frac{M_1}{n} \Phi^{-e_n} = 0 \text{ in } [0, R),
$$

$$
\Phi(R) = 0, \quad \Phi'(0) = 0,
$$

where $R$ is chosen so small such that $\Phi \leq 1$ on $[0, R]$. Similarly to the argument in Section \[3\] the fact that $\Phi$ is decreasing and concave implies that the function $\phi(x) = \Phi(r)$ with $r = |x - x|$ defined on the ball $B_R(x)$ satisfies $\Delta \phi + \phi^{-e_n} q(x) \geq 0$ and $\phi_{x_i} \leq 0$. This implies

$$
\sum_{i=1}^n \phi^{e_i} \phi_{x,i} + \phi^{-e_n} \sum_{i=1}^n \phi_{x,i} \geq -q(x)
$$

in $B_R(x)$. Hence $\phi$ is a lower solution and we can apply Lemma \[3\] to $u_\delta$ and $\phi$ on the ball $B_R(x)$ and find $u_\delta \geq \phi$ in $B_R(x)$. By the standard covering argument...
we find that for $\delta \in (0, 1]$ the family of functions $u_\delta$ is uniformly bounded away from zero on every compact subset $\Omega'$ of $\Omega$. Applying the Krylov, Safonov and Schauder estimates, we find that $u_\delta$ is uniformly bounded in $C^{2,\alpha}(\Omega')$. By extracting subsequences and diagonalizing, we find a sequence $u_\delta$ which converges for $\delta \to 0$ in $C^{2,\alpha}_{loc}(\Omega)$ to a limit function $u \in C^2(\Omega)$ which satisfies $F(u) = 0$ in $\Omega$. Using Lemma 4.2 we find that $u_\delta$ is increasing in $\delta$. Hence
\[
\delta = \lim_{x \to \partial \Omega} u_\delta(x) \geq \lim_{x \to \partial \Omega} u(x) \geq 0
\]
for every $\delta \in (0, 1]$, which shows that $u \in C(\Omega)$ is the solution of (21). Uniqueness follows from Lemma 4.2.

5. Open questions

Beyond the result that we have obtained here, the following questions remain open:

- Can one estimate the rate of growth of our solution near the boundary? This question was considered by Loewner and Nirenberg [11], Bandle and Marcus [1], and Lazer and McKenna [9].
- As a first step towards the solution of the previous question, one may want to investigate the solutions of (2) and (3) on a half-space $x_0 > 0$ for some $x_0$. The conjecture is that the solutions only depend on $x_0$ and hence are solutions of a corresponding ordinary differential equation.
- Can one prove uniqueness on more general domains and without monotonicity assumptions on the functions $p, q$?
- Can one prove existence for more general singular quasilinear elliptic operators?
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