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Abstract. Suppose $H^\infty$ is a finite, subdiagonal subalgebra of a von Neumann algebra. We show that the invertible group of $H^\infty$ is strongly connected.

1. Introduction

Questions of connectedness are important in the theory of operator algebras. It is well known that the invertible group of a von Neumann algebra is path connected in the norm topology. On the other hand, this is a major open question in the theory of nest algebras. Moreover, it is known that in the classical Hardy space $H^\infty$ the invertibles are not norm connected. See for example [3, Chapter 25]. The algebra $H^\infty$ is the classical and motivating example for a wide class of operator algebras, introduced by Arveson, called finite subdiagonal algebras. (See the definitions and references below.) Thus one has that the invertible group of a finite subdiagonal algebra is not necessarily norm connected. In this paper we establish that the invertible group is in fact strongly connected.

The contrast between finite subdiagonal algebras and nest algebras is quite illuminating. Knowles and Saeks [9] established the strong connectedness of the invertibles in nest subalgebras of von Neumann algebras. But the deepest results about connectedness in nest algebras are due to Davidson, Orr, and Pitts. In [4] Davidson and Orr established norm connectedness of the invertibles for nest algebras whose atoms are all of infinite rank. Subsequently, Davidson, Orr, and Pitts [5] extended this result to nest algebras whose nest has no isolated atoms of finite multiplicity. Consequently, the norm connectedness question for nest algebras reduces to nests with atoms ordered as $\mathbb{Z}$ or $\mathbb{N}$. In these two recalcitrant cases, the strong connectedness is fairly easy to establish. But as we have seen, norm connectedness does not hold for all finite subdiagonal algebras. So strong connectedness is in a sense the best possible result.

We first establish some notation. Throughout $\mathcal{M}$ is a von Neumann algebra equipped with a faithful, normal finite tracial state $\tau$. The set of self-adjoints in $\mathcal{M}$ is denoted by $\mathcal{M}^{sa}$, the unitaries by $\mathcal{M}^u$, and the orthogonal projections by $\mathcal{M}^p$. The group of invertibles will be denoted $G(\mathcal{M})$. 
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Definition 1 (cf. [2], [12], [11]). Let $\mathcal{M}$ be a von Neumann algebra with a faithful, normal finite tracial state $\tau$. Let $H^\infty$ be a weak*-closed unital subalgebra of $\mathcal{M}$, and let $\Phi$ be a faithful, normal expectation from $\mathcal{M}$ onto the diagonal von Neumann algebra $D = H^\infty \cap (H^\infty)^*$. Then $H^\infty$ is a finite, subdiagonal subalgebra of $\mathcal{M}$ with respect to $\Phi$ if:

1. $H^\infty + (H^\infty)^*$ is weak*-dense in $\mathcal{M}$,
2. $\Phi(xy) = \Phi(x)\Phi(y)$ for all $x, y \in H^\infty$, and
3. $\tau \circ \Phi = \tau$.

For examples and further references see [11]. The group of invertibles will be denoted $G(H^\infty)$. Also we let $H^\infty_0 = \{ h \in H^\infty : \Phi(h) = 0 \}$.

For $1 \leq p \leq \infty$, let $L^p(\mathcal{M})$ denote the noncommutative Lebesgue space which is associated with $\mathcal{M}$ and $\tau$ (see [2]). Closure in $L^p(\mathcal{M})$ will be denoted by $[\cdot]_p$. Let $H^p = [H^\infty]_p$ and $H^0_p = [H^\infty_0]_p$. $L^p(\mathcal{M})$ and $H^p$ are Banach spaces satisfying all hoped for properties such as duality.

Significantly, much attention has been focused on a type of result that can be called a unitary-analytic factorization. Roughly speaking, this is a factorization $x = ua$ of a given operator $x$ into the product of a unitary operator $u$ and an analytic $a$ where the $L^p(\mathcal{M})$ properties of $x$ are ‘transferred’ to $H^p$ properties of $a$. For example, Arveson showed that if $x \in G(\mathcal{M})$, then there is such a factorization with $a \in G(H^\infty)$ [2 Theorem 4.2.1]. Later this result was refined to show that if $x \in \mathcal{M}$ and $x^{-1}$ exists in $L^2(\mathcal{M})$, then a factorization exists with $a \in H^\infty$ and $a^{-1} \in H^2$ [12 Proposition 1.2], [13 Proposition 1]. In [10] and [11] such factorizations for $x \in L^p(\mathcal{M})$ were established.

All of these results are interesting in their own right but moreover have proved of fundamental technical importance in the evolution of the theory of finite subdiagonal algebras. For example, Arveson used his factorization to show that $H^\infty$ is logmodular [2 Corollary 4.2.4].

Of course these unitary-analytic factorizations are selections. In this paper we will demonstrate, by an analysis and refinement of the results and proofs in [2], [12] and [13] that the factorizations can be selected in such a manner that both the unitary component and the analytic component are continuous arguments of the original operator. Then we show that the invertibles of $H^\infty$ are $L^2(\mathcal{M})$ connected and strongly connected.

2. Continuous selection in the unitary-analytic factorization

Definition 2 ([2 §4]). $w \in L^2(\mathcal{M})$ is said to be right wandering if $\langle w f, w \rangle = 0$ for every $f \in H^\infty_0$.

It is noted in [2] that if $w$ is right wandering, then $\langle w f^*, w \rangle = \tau(w^* w f^*) = \tau(f w^* w) = 0$ for every $f \in H^\infty_0$. It follows from ultraweak continuity that if $w$ is right wandering, then $\langle w s, w \rangle = \langle w \Phi(s), w \rangle$ for every $s \in \mathcal{M}$.

In the proof of [2 Lemma 4.2.2] it is shown that given any right wandering $w$, there exists $v \in L^2(D)$ such that $\langle w d, w \rangle = \langle v d, v \rangle$ for all $d \in D$. It is easy to see that $v$ is not uniquely determined. However, since $\langle v d, v \rangle = \langle v^* v d, 1 \rangle = \langle |v|^2 d, 1 \rangle = \langle |v| d, |v| \rangle$, we may in fact replace $v$ with $|v|$. Also, we still have $|v| \in L^2(D)$, as required. Furthermore, with the positivity condition, $v$ is uniquely determined. To see this, suppose $0 \leq v_1$, $v_2 \in L^2(D)$ satisfy $\langle v_1 d, v_1 \rangle = \langle w d, w \rangle = \langle v_2 d, v_2 \rangle$ for all $d \in D$. Then $v_1^2 = v_2^2$, since $D$ separates the points of $L^1(D)$, and so $v_1 = v_2$, by uniqueness of positive square roots.
Theorem 1. Suppose \( w \) is right wandering and \( 0 \leq v \in L^2(D) \) is chosen as above. Then the map \( w \to v \) is continuous in \( L^2(M) \).

Proof. Suppose \( \epsilon > 0 \) and suppose \( w_1 \) is right wandering. Choose \( \delta > 0 \) so that \( (2\|w_1\|_2+\delta)\delta < \epsilon^2 \). Suppose \( w_2 \) is also right wandering and that \( \|w_1 - w_2\|_2 \leq \delta \). As has already been established, there exist \( v_i \in L^2(D) \), \( v_i \geq 0 \) such that \( \langle w_i d, v_i \rangle = \langle w_i d, w_i \rangle \) for \( d \in D \) and \( i = 1, 2 \). To prove the theorem we show that \( \|v_1 - v_2\|_2 \leq \epsilon \).

Firstly, note that \( \|v_1 - v_2\|_1 \leq \|v_1 - v_2\|_2^{1/2} \). This is the Powers-Størmer inequality \([3]\), or can be seen as a consequence of a submajorization result of Ando \([1]\), which has been established in the most general setting \([3]\).

Now for \( d \in D \) we have \( \tau([v_1^2 - v_2^2]d) = \langle v_1 d, v_1 \rangle - \langle v_2 d, v_2 \rangle = \langle w_1 d, v_1 \rangle - \langle w_2 d, v_2 \rangle = \tau([w_1^2 w_1 - w_2^2 w_2]d) \). Thus, by Köthe duality, first applied to the pair \( L^1(D), D \) and then to the pair \( L^1(M), M \), we have
\[
\|v_1^2 - v_2^2\|_1 = \sup_{d \in B_D} |\tau([v_1^2 - v_2^2]d)|
= \sup_{d \in B_D} |\tau([w_1^2 w_1 - w_2^2 w_2]d)|
\leq \sup_{d \in B_M} |\tau([w_1^2 w_1 - w_2^2 w_2]d)|
= \|w_1^2 w_1 - w_2^2 w_2\|_1.
\]

Now from Hölder’s inequality we have that
\[
\|w_1^2 w_1 - w_2^2 w_2\|_1 \leq (\|w_1\|_2 + \|w_2\|_2)\|w_1 - w_2\|_1 \leq (2\|w_1\|_2 + \delta)\delta \leq \epsilon^2.
\]

It follows that \( \|v_1 - v_2\|_2 \leq \epsilon \).

The following is a synopsis of results that may be obtained from a careful reading of the proofs of \([2]\) Lemma 4.2.2 and Theorem 4.2.1. See also \([12]\) Proposition 1.2 and \([13]\) Proposition 1.

Theorem 2. Suppose \( x \in G(M) \). Let \( P_x \) be the orthogonal projection of \( L^2(M) \) onto the closed subspace \( xH_0^2 \). Let \( w := (I - P_x)x \). Then

(a) \( w \neq 0 \), \( w \) is right wandering, and \( \|w\|_2 = L^2(M) \).
(b) Given any right wandering \( w \) there exists \( v \in L^2(D) \) such that \( \langle wd, v \rangle = \langle wd, v \rangle \) for all \( d \in D \).
(c) Given such \( x, w \) and \( v \) there exists \( u \in M^u \) such that \( uw = v \), \( a := ux \in G(H^\infty) \). Hence \( x = u^*a \) is a unitary-analytic factorization.
(d) If \( u_1 a_1 = x a_2 a_2 \) are two such factorizations, then \( u_2 a_1 = a_2 a_1^{-1} \in D^n \).

Remark 1 (\([8]\) Remark 3.1.7)). Suppose \( x \in G(M) \). Let \( \gamma(x) \) denote the minimum modulus of \( x \). If \( \|x - y\|_\infty < \frac{\gamma(x)}{2} \), then \( y \in G(M) \) and
\[
\|x^{-1} - y^{-1}\|_\infty \leq \frac{2}{\gamma(x)} \|x - y\|_\infty.
\]

In particular, \( \|y^{-1}\|_\infty \leq \frac{2}{\gamma(x)} \|x - y\|_\infty + \|x^{-1}\|_\infty \).

Proposition 1. For \( x \in G(M) \) let \( P_x \) be the orthogonal projection of \( L^2(M) \) onto \( xH_0^2 \). Then the map \( G(M), \| \cdot \|_\infty \to L^2(M) : x \to w := (I - P_x)x \) is continuous.

Proof. Suppose \( \epsilon > 0 \) and \( x \in G(M) \) are given. Choose \( \delta > 0 \) so that \( \delta \leq \frac{\gamma(x)}{2} \), \( \delta \leq \frac{2\|x\|_\infty}{\gamma(x)} \) and \( \delta \leq \frac{2\|x\|_\infty^2}{\gamma(x)} \) for notational convenience let \( P = P_x \) and \( Q = P_y \).

We show that \( \|(I - P)x - (I - Q)y\|_2 \leq \epsilon \). Let \( Px = xh \) and \( Qx = yf \) for some
h, \ f \in H^2_0. \ Note \ that:
\begin{align*}
\|x - xh\|_2 & = \|(I - P)x\|_2 \leq \|x\|_2 \leq \|x\|_\infty; \\
\|x - yf\|_2 & = \|(I - Q)x\|_2 \leq \|x\|_2 \leq \|x\|_\infty; \\
\|h\|_2 & = \|x^{-1} xh\|_2 \leq \|x^{-1}\|_\infty \|xh\|_2 = \|x^{-1}\|_\infty \|P x\|_2 \leq \|x^{-1}\|_\infty \|x\|_\infty; \\
\|f\|_2 & = \|y^{-1} yf\|_2 \leq \|y^{-1}\|_\infty \|yf\|_2 \leq \|y^{-1}\|_\infty \|x\|_\infty \leq (\|x^{-1}\|_\infty + 1) \|x\|_\infty; \\
\|x - yh\|_2 & \leq \|x - y\|_\infty \|h\|_2 \leq \|x^{-1}\|_\infty \|x\|_\infty; \\
\|y f - x f\|_2 & \leq \|y - x\|_\infty \|f\|_2 \leq \|x^{-1}\|_\infty + 1) \|x\|_\infty.
\end{align*}

Now, using at the first step the Pythagorean relationship, we have
\begin{align*}
\|x - y f\|_2^2 + \|y f - y h\|_2^2 &= \|x - y h\|_2^2 \\
\leq & \ (\|x - x h\|_2^2 + \|x h - y h\|_2^2) \\
\leq & \ \|x - x h\|_2^2 + 2 \delta \|x\|_\infty^2 \|x^{-1}\|_\infty + \delta^2 \|x^{-1}\|_\infty \|x\|_\infty \\
\leq & \ \|x - x h\|_2^2 + \frac{\epsilon^2}{32} \\
\leq & \ \|x - x f\|_2^2 + \frac{\epsilon^2}{32} \\
\leq & \ \|x - y f\|_2^2 + \|y f - x f\|_2^2 + \frac{\epsilon^2}{32} \\
\leq & \ \|x - y f\|_2^2 + 2 \delta \|x\|_\infty^2 (\|x^{-1}\|_\infty + 1) + \delta^2 (\|x^{-1}\|_\infty + 1)^2 \|x\|_\infty^2 + \frac{\epsilon^2}{32} \\
\leq & \ \|x - y f\|_2^2 + \frac{\epsilon^2}{16}.
\end{align*}

Here the fact that \(\|x - x h\|_2 \leq \|x - x f\|_2\) is a consequence of the best approximation property in Hilbert space. It follows that \(\|y f - y h\|_2 \leq \frac{\epsilon}{4}\). Hence
\begin{align*}
\| (I - P)x - (I - Q)y\|_2 &= \|x - y + Q y - Q x + y f - y h + y h - x h\|_2 \\
& \leq 2 \|x - y\|_2 + \|y f - y h\|_2 + \|y h - x h\|_2 \\
& \leq 2 \cdot \frac{\epsilon}{4} + \frac{\epsilon}{4} + \frac{\epsilon}{4} \\
& = \epsilon. \quad \Box
\end{align*}

**Theorem 3.** Let \(x, w, v\) and \(u\) be as in Theorem 2 but with \(v\) chosen as in Theorem 1. Then the implied map \(x \to u\) is continuous from \((G(M), \| \cdot \|_\infty)\) to \(L^2(M)\).

**Proof.** Suppose \(\epsilon > 0\). Suppose \(x_1 \in G(M)\) is given and that \(w_1, v_1\) and \(u_1\) are constructed as above.

Recall that \([w_1 M]\|_2 = L^2(D)\), so we can find some \(s \in M\) such that \(\|w_1 s - 1\|_2 \leq \frac{\epsilon}{4}\). Then the continuity of the maps \(x \to w \to v\) have already been established in Proposition 1 and Theorem 1. Therefore we can choose some \(\delta > 0\) so that if \(x_2 \in G(M)\), \(w_2, v_2\) and \(u_2\) are constructed as above, and \(\|x_1 - x_2\|_\infty < \delta\), then \(\|w_1 - w_2\|_2: \|s\|_\infty < \frac{\epsilon}{4}\) and \(\|v_1 - v_2\|_2: \|s\|_\infty < \frac{\epsilon}{4}\). Then we have
\begin{align*}
\|u_1 - u_2\|_2 &= \|u_1 - u_1 w_1 s - u_2 + u_2 v_1 s + u_1 w_1 s - u_2 w_2 s + u_2 w_2 s - u_2 w_1 s\|_2 \\
& \leq 2 \|1 - w_1 s\|_2 + \|v_1 s - v_2 s\|_2 + \|w_2 s - w_1 s\|_2 \\
& \leq 2 \cdot \frac{\epsilon}{4} + \frac{\epsilon}{4} + \frac{\epsilon}{4} \\
& = \epsilon. \quad \Box
\end{align*}
Corollary 1. The unitary-analytic factorization for members of $G(M)$ can be arranged so that the choice of unitaries and the choice of analytics are both continuous as maps from $(G(M), \| \cdot \|_{\infty})$ to $L^2(M)$.

Proof. The result for the unitaries has been established in Theorem 3. Now if $x_i = u_ia_i$ are such factorizations for $i = 1, 2$, then the calculation
\[
\|a_1 - a_2\|_2 = \|u_1^*x_1 - u_2^*x_2\|_2 \\
= \|u_1^*x_1 - u_2^*x_1 + u_2^*x_1 - u_2^*x_2\|_2 \\
\leq \|u_1 - u_2\|_2 : \|x_1\|_{\infty} + \|x_1 - x_2\|_{\infty}
\]
shows that the (obligatory) choice of the analytic component is also continuous.

3. The connectivity of $G(H^\infty)$

Theorem 4. $G(H^\infty)$ is connected in the norm of $L^2(M)$.

Proof. Suppose $b \in G(H^\infty)$. We construct a $L^2(M)$-continuous path from $b$ to the identity operator.

For $t \in [0, 1]$ let $|b|^t = u_ta_t$ be the unitary-analytic factorization examined in §2.

Since $|a_1| = |b|$, by Theorem §2(d) there exists $d \in D^u$ such that $da_1 = b$. Now as is well known, an application of Stone’s theorem shows that we can find a uniformly continuous path in $D^u$ which connects $d$ to $I$. Since $D^u \subset G(H^\infty)$, we thus obtain a uniformly continuous path in $G(H^\infty)$ which connects $b$ to $a_1$.

The path in $G(M)$ given by $\{ |b|^t : t \in [0, 1] \}$ is uniformly continuous, and so by Corollary §1 the constructed path $\{a_t : t \in [0, 1]\}$, connecting $a_1$ to $a_0$, is continuous in $L^2(M)$.

Finally, $|b|^0 = I = u_0a_0$, and it is easy to check the constructions of §2 ensure that $u_0 = a_0 = I$.

Corollary 2. $G(H^\infty)$ is strongly connected.

Proof. It suffices to note that when we inspect the various paths constructed in Theorem §1 they are all uniformly bounded in the operator norm, and to recall that the strong and $L^2(M)$ topologies coincide on bounded sets.
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