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Abstract. An element \( s \) of an (abstract) algebra \( A \) is a single element of \( A \) if \( asb = 0 \) and \( a, b \in A \) imply that \( as = 0 \) or \( sb = 0 \). Let \( X \) be a real or complex reflexive Banach space, and let \( B \) be a finite atomic Boolean subspace lattice on \( X \), with the property that the vector sum \( K + L \) is closed, for every \( K, L \in B \). For any subspace lattice \( D \subseteq B \) the single elements of \( \text{Alg} D \) are characterised in terms of a coordinatisation of \( D \) involving \( B \). (On separable complex Hilbert space the finite distributive subspace lattices \( D \) which arise in this way are precisely those which are similar to finite commutative subspace lattices. Every distributive subspace lattice on complex, finite-dimensional Hilbert space is of this type.) The result uses a characterisation of the single elements of matrix incidence algebras, recently obtained by the authors.

INTRODUCTION AND PRELIMINARIES

Throughout, \( X \) will denote a non-zero real or complex reflexive Banach space, and \( H \) will denote a non-zero complex separable Hilbert space. Also, \( \mathbb{F} \) will denote the real or complex field. By a subspace of \( X \) we mean a norm-closed linear manifold and by an operator on \( X \) we mean a bounded linear transformation acting on \( X \). The set of operators on \( X \) is denoted by \( B(X) \). By a subspace lattice on \( X \) we mean a family \( \mathcal{L} \) of subspaces of \( X \) satisfying (i) \( 0 \in \mathcal{L} \) and (ii) for every family \( \{L_\gamma\}_\Gamma \) of elements of \( \mathcal{L} \), \( \bigcap \Gamma L_\gamma \in \mathcal{L} \), \( \bigvee \Gamma L_\gamma \in \mathcal{L} \) (where \( \bigvee \) denotes 'closed linear span'). A subspace lattice on a Hilbert space is commutative if the (orthogonal) projections onto any two of its members commute. (As usual \( P_L \) will denote the (orthogonal) projection onto the subspace \( L \).) The abbreviation 'CSL' will be used for 'commutative subspace lattice'. A subspace lattice on \( X \) is Boolean if it is complemented and distributive, and atomic if each of its elements is the (closed linear) span of the atoms that it contains. The abbreviation 'ABSL' will be used for atomic Boolean subspace lattice'. In any subspace lattice \( \mathcal{L} \) the 'minus operation' is the self-map defined by

\[
L_- = \bigvee \{ M \in \mathcal{L} : L \nsubseteq M \},
\]

for any element \( L \in \mathcal{L} \) (so that \( L \nsubseteq M \Rightarrow M \subseteq L_- \)). The annihilator \( S^\perp \) of a subset \( S \subseteq X \) is, as usual, given by \( S^\perp = \{ x^* \in X^* : x^*(x) = 0 \text{ for every } x \in S \} \), where \( X^* \) denotes the topological dual of \( X \). For any vectors \( f \in X, e^* \in X^* \) the
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operator $e^* \otimes f \in \mathcal{B}(X)$ is defined by $e^* \otimes f(x) = e^*(x)f$, for every $x \in X$. For any family $\mathcal{L}$ of subspaces of $X$, Alg $\mathcal{L}$ is the operator algebra given by

$$\text{Alg} \mathcal{L} = \{T \in \mathcal{B}(X) : T(L) \subseteq L, \text{ for every } L \in \mathcal{L}\}.$$  

The results from abstract lattice theory that we use are to be found in [2].

Let $n \in \mathbb{Z}^+$ and let $\preceq$ be a partial order on $\{1,2,\ldots,n\}$ consistent with the natural order in the sense that $i \preceq j \Rightarrow i \preceq j$. Call a subset $\mathcal{F}$ of $\{1,2,\ldots,n\}$ $\preceq$-hereditary (or simply hereditary if no confusion can arise) if $i \preceq j \in \mathcal{F} \Rightarrow i \in \mathcal{F}$. The union and the intersection of hereditary subsets are again hereditary, so the set of hereditary subsets is a finite distributive lattice under the inclusion ordering. We will denote this lattice by $\mathcal{D}_n(\preceq)$. The non-zero join-irreducible elements of $\mathcal{D}_n(\preceq)$ are the subsets $\{i : 1 \leq i \leq n \text{ and } i \preceq j\}, 1 \leq j \leq n$. In particular, $\mathcal{D}_n(\preceq)$ has height $n$.

If $\{H_i : 1 \leq i \leq n\}$ is a pairwise orthogonal family of non-zero subspaces of the complex separable Hilbert space $H$ satisfying $H = \bigoplus_{i=1}^n H_i$, the set of subspaces $\{\bigoplus_{i \in \mathcal{F}} H_i : \mathcal{F} \in \mathcal{D}_n(\preceq)\}$ is a finite CSL on the Hilbert space $H$, lattice-isomorphic to $\mathcal{D}_n(\preceq)$ by the map $\mathcal{F} \mapsto \bigoplus_{i \in \mathcal{F}} H_i$. All finite CSL's on separable Hilbert space arise in this way. Indeed, let $\mathcal{L}$ be a finite CSL on the Hilbert space $H$. Then, as is well known, $\mathcal{L}$ is distributive. Let $\{K_j : 1 \leq j \leq n\}$ be the set of non-zero join-irreducible elements of $\mathcal{L}$, enumerated so that $K_i \subseteq K_j \Rightarrow i \preceq j$, and define the partial order $\preceq$ on $\{1,2,\ldots,n\}$ by $i \preceq j$ if $K_i \subseteq K_j$. Then $\preceq$ is consistent with the natural order. For each $1 \leq i \leq n$, $K_i \cap (K_i)_-$ is the unique element of $\mathcal{L}$ covered by $K_i$. Put $H_i = K_i \cap (K_i)_-$, $1 \leq i \leq n$. Then $H_i \subseteq H_j$ if $i \neq j$. For, if $i \neq j$ and $K_i \subseteq K_j$, then $K_i \subseteq K_j \cap (K_j)_-$ so $H_j \subseteq (K_j \cap (K_j)_-)^+ \subseteq K_i^+ \subseteq H_i^+$. On the other hand, if $K_i \nsubseteq K_j$, then $K_j \subseteq (K_i)_-$ so $H_i \nsubseteq H_j \subseteq K_i \cap K_j \subseteq K_i \cap (K_i)_-$. Thus $H_i \cap H_j \subseteq (K_i \cap (K_i)_-)^+ \cap (K_i \cap (K_i)_-)$ so $H_i \cap H_j = (0)$. Since the projections $P_{H_i}$ and $P_{H_j}$ commute, it follows that $H_i \perp H_j$. Continuing, we also have $K_j = \bigoplus\{H_i : H_i \subseteq K_j\}$, for every $1 \leq j \leq n$. This can be proved by induction on the height of $K_i$ in $\mathcal{L}$. Note that if the height of $K_j$ is 1, then $K_j$ is an atom of $\mathcal{L}$ and $K_j \cap (K_j)_- = (0)$, so $K_j = H_j$. For every $1 \leq j \leq n$, $K_j = H_j \oplus (K_j \cap (K_j)_-)$, where the height of $K_j \cap (K_j)_-$ is strictly less than the height of $K_j$. Since $K_j \cap (K_j)_-$ is the closed linear span of non-zero join-irreducible elements each of height strictly less than that of $K_j$, it follows by the induction assumption that $K_j = \bigoplus\{H_i : H_i \subseteq K_j\}$. Since $H = \bigvee_{j=1}^n K_j$, we have $H = \bigoplus_{j=1}^n H_j$. Also, since $H_i \subseteq K_j$ if and only if $K_i \subseteq K_j$ ($H_i \subseteq K_j$ and $K_i \nsubseteq K_j$ give $K_i \nsubseteq (K_i)_-$ and so $H_i \nsubseteq K_i \cap (K_i)_-$), $K_j = \bigoplus\{H_i : K_i \subseteq K_j\}$, for every $1 \leq j \leq n$. More generally, since $L = \bigvee\{K_j : K_j \subseteq L\}$, for every $L \in \mathcal{L}$, we have $L = \bigoplus\{H_j : K_j \subseteq L\}$. Clearly $\{j : K_j \subseteq L\}$ is $\preceq$-hereditary. Finally, note that for every $\preceq$-hereditary subset $\mathcal{F}$ of $\{1,2,\ldots,n\}$ we have $\bigoplus\{H_j : j \in \mathcal{F}\} = \bigvee\{K_j : j \in \mathcal{F}\}$ (if $j \in \mathcal{F}$, then $K_j = \bigoplus\{H_i : K_i \subseteq K_j\}$ and $K_i \subseteq K_j$ implies that $i \in \mathcal{F}$). Thus $\bigoplus\{H_j : j \in \mathcal{F}\} \in \mathcal{L}$.

In this way we see that the ‘building blocks’ of finite CSL’s are

(i) an orthogonal decomposition $H = \bigoplus_{i=1}^n H_i$ and

(ii) a partial order $\preceq$ on $\{1,2,\ldots,n\}$, consistent with the natural order.

With notation as in the preceding paragraph, the non-zero join-irreducible elements of $\mathcal{L}$ are the elements $\bigoplus\{H_i : i \preceq j\}, 1 \leq j \leq n$. An operator $T \in \mathcal{B}(H)$ belongs to Alg $\mathcal{L}$ if and only if it leaves each of the subspaces $\bigoplus\{H_i : i \preceq j\}$
invariant; equivalently, the \( n \times n \) (operator) matrix \( (T_{i,j}) \) of \( T \) relative to the decomposition \( H = \bigoplus_{i=1}^{n} H_i \) satisfies \( T_{i,j} = 0 \) whenever \( i \not\leq j \). Thus we may write

\[
\text{Alg } \mathcal{L} = \{(T_{i,j}) \in \mathcal{B}(H) : T_{i,j} \in \mathcal{B}(H_j, H_i) \text{ and } T_{i,j} = 0 \text{ if } i \not\leq j \}.
\]

The requirement that \( \preceq \) be consistent with the natural order can be dropped from the preceding three paragraphs. The reason that we have included it, and will continue to do so, is that, with notation as in the preceding paragraph, \( \text{Alg } \mathcal{L} \) becomes an algebra of \textit{upper-triangular} operator-entryed matrices when \( \preceq \) is consistent with the natural order.

An element \( s \) of an (abstract) algebra \( A \) is a \textit{single element} of \( A \) if \( asb = 0 \) and \( a, b \in A \) imply that \( as = 0 \) or \( sb = 0 \). (This notion is useful, for example, in the representation theory of normed algebras \[3\].) If \( \{u_1, u_2, \ldots, u_n\} \) is an orthonormal basis for \( \mathbb{F}^n \) and \( \preceq \) is a partial order on \( \{1, 2, \ldots, n\} \) consistent with the natural order, then

\[
\mathcal{L}_n(\preceq) = \bigvee \{u_i : i \in \mathcal{F} \} : \mathcal{F} \text{ is a } \preceq \text{-hereditary subset of } \{1, 2, \ldots, n\}
\]

is a finite CSL on \( \mathbb{F}^n \) and \( \text{Alg } \mathcal{L}_n(\preceq) \) can be identified with the matrix incidence algebra

\[
\mathcal{A}_n(\preceq) = \{(a_{i,j}) \in M_n(\mathbb{F}) : a_{i,j} = 0 \text{ if } i \not\leq j \}.
\]

The single elements of \( \mathcal{A}_n(\preceq) \) have been described, in terms of the partial order \( \preceq \), in \[3\] (see Theorem 1 below). We show below how this leads to a description of the single elements of \( \text{Alg } \mathcal{L} \), for any finite CSL \( \mathcal{L} \). Actually, our main result applies in a slightly wider context. Let \( \mathcal{D} \) be a finite distributive subspace lattice on \( H \) with the property that the vector sum \( K + L \) is closed, for every \( K, L \in \mathcal{D} \). (This would be the case if, for example, \( \dim H < \infty \).) Let the set of non-zero join-irreducible elements of \( \mathcal{D} \) be \( \{K_j : 1 \leq j \leq n\} \), enumerated so that \( K_i \subseteq K_j \Rightarrow i \leq j \). Then, as in the commutative case, we can define \( H_i = K_i \cap (K_i \cap (K_i)_-) \) and it turns out that (see the proof of \[4\] Theorem 8) \( H = \sum_{i=1}^{n} H_i \) where the \( H_i \)'s are independent (but not necessarily pairwise orthogonal) in the sense that \( H_i \cap \left( \sum_{j \neq i} H_j \right) = 0 \). Moreover,

\[(*) \quad \mathcal{D} = \\left\{ \sum_{j \in \mathcal{F}} H_j : \mathcal{F} \text{ is a } \preceq \text{-hereditary subset of } \{1, 2, \ldots, n\} \right\},\]

where again \( \preceq \) is defined by \( i \preceq j \) if \( K_i \subseteq K_j \). Conversely, every such independent decomposition \( H = \sum_{i=1}^{n} H_i \) of \( H \) and consistent partial order \( \preceq \) on \( \{1, 2, \ldots, n\} \) gives rise to a finite distributive subspace lattice \( \mathcal{D} \) on \( H \), defined by (\( (*) \)) with the property that \( K + L \) is closed, for every \( K, L \in \mathcal{D} \). Of course, there is a natural matrix representation of \( \text{Alg } \mathcal{D} \) for such a subspace lattice \( \mathcal{D} \), as in the commutative case. We will not pursue this further as there is nothing essentially different here from the commutative case. Indeed, by \[3\] Corollary 7.1, Theorem 8] such a finite distributive subspace lattice is similar to a finite CSL.

Given a finite distributive subspace lattice \( \mathcal{D} \) on a real or complex Banach space, with the property that the vector sum \( K + L \) is closed, for every \( K, L \in \mathcal{D} \), the expression \( K_i \cap (K_i \cap (K_i)_-) \) will usually make no sense (with \( (K_i)_- \) calculated in \( \mathcal{D} \), as earlier). So the subspace ‘blocks’ with which the representation of \( \mathcal{D} \) may be built are not immediately apparent. However, note that if the underlying space is a Hilbert space, and \( H_i = K_i \cap (K_i \cap (K_i)_-) \), \( 1 \leq i \leq n \), then \( \{H_i : 1 \leq i \leq n\} \) is the set of atoms of an ABSL \( \mathcal{B} \) on \( H \) satisfying \( \mathcal{D} \subseteq \mathcal{B} \). Moreover,
H_i = K_i \cap (K_i \cap (K_i)_-)' where ' denotes Boolean complement (taken in \(B\)). For,
H_i \cap (K_i \cap (K_i)_-) = (0) so H_i \subseteq (K_i \cap (K_i)_-)'. On the other hand, if H_j \subseteq
K_i \cap (K_i \cap (K_i)_-)', then H_j \not\subseteq K_i \cap (K_i)_- and H_j \subseteq K_i, so H_j \not\subseteq (K_i)_-.
Thus K_j \not\subseteq (K_i)_- so K_i \subseteq K_j. Also, K_j \subseteq K_i (since otherwise H_j \not\subseteq K_i \subseteq (K_j)_-) so
i = j.

This suggests the class of finite distributive subspace lattices with which the present note is primarily concerned. Namely, those finite distributive subspace lattices \(D\) on \(X\) for which there exists a finite ABL \(B\) on \(X\) with the property that
the vector sum \(K + L\) is closed, for every \(K, L \in B\), satisfying \(D \subseteq B\). It is for such
distributive subspace lattices that we describe the single elements of Alg \(D\) below (Theorem 2). If the underlying space is a separable complex Hilbert space \(H\), such
finite distributive subspace lattices are precisely those that are similar to a finite
CSL \(\mathbb{H}\) Corollary 7.1]. If \(\dim H < \infty\), every distributive subspace lattice on \(H\) is of this type \(\mathbb{H}\) Corollaries 7.1, 8.1).

**Main theorem**

Throughout the remainder of this note we let \(D\) be a finite distributive subspace
lattice on \(X\) and let \(B\) be a finite ABL on \(X\) such that \(D \subseteq B\) and such that
the vector sum \(K + L\) is closed, for every \(K, L \in B\). Let \(\{K_1, K_2, \ldots, K_n\}\) be the
set of atoms of \(B\). Let \(\{K_1, K_2, \ldots, K_n\}\) be the set of non-zero join-irreducible
elements of \(D\) enumerated so that \(K_i \subseteq K_j\) implies that \(i \leq j\). Let \(\leq\) be the
partial order on \(\{1, 2, \ldots, n\}\) defined by \(i \leq j\) if \(K_i \subseteq K_j\). For each \(1 \leq i \leq n\)
put \(W_i = K_i \cap (K_i \cap (K_i)_-)')\), where ' denotes Boolean complementation in \(B\), and
(K_i)_- is calculated in \(D\). Then, \(W_i \in B, 1 \leq i \leq n\). Our main theorem is to be
used in conjunction with the following description of the single elements of \(A_n(\leq)\),
which we include for the convenience of the reader.

**Theorem 1** (\(\mathbb{H}\)). Let \(A_n(\leq)\) be a matrix incidence algebra over a field \(K\). The
matrix \(S \in A_n(\leq)\) is a single element of \(A_n(\leq)\) if and only if
\(i\) \(r_i \neq 0\) and \(c_j \neq 0\) \((1 \leq i, j \leq n) \Rightarrow s_{ij} \neq 0,\)
(ii) \(i \leq j_1\) and \(i \leq j_2\), for some \(1 \leq i \leq n \Rightarrow r_{j_1}\) and \(r_{j_2}\) are linearly dependent,
(iii) \(i_1 \leq j\) and \(i_2 \leq j\), for some \(1 \leq j \leq n \Rightarrow c_{i_1}\) and \(c_{i_2}\) are linearly
dependent.

Here \(r_i\) and \(c_j\) denote the \(i\)-th row and the \(j\)-th column of \(S\), respectively.

Before proving our main theorem it is convenient to make some observations.

**Observations.** 1. From the fact that \(K + L\) is closed, for every \(K, L \in B\) it readily
follows that, for every finite set \(\{M_k : 1 \leq k \leq p\}\) of elements of \(B\), \(\sum_{k=1}^{p} M_k\) is a
closed vector sum (equal to \(V^p_{k=1} M_k\)).

2. Each \(W_i\) is the vector sum of a unique subset of \(\{L_k : 1 \leq k \leq m\}\). This
subset is non-empty since \(W_i \neq (0)\). (Observe that \(W_i \vee (K_i \cap (K_i)_-) = K_i\) and
\(W_i \cap (K_i \cap (K_i)_-) = (0)\).)

3. If \(i \neq j\) the subsets of \(\{L_k : 1 \leq k \leq m\}\) comprising \(W_i\) and \(W_j\) are disjoint.
This is because \(W_i \cap W_j = (0)\). For, if \(i \neq j\), then \(K_i \neq K_j\), so, without loss of
generality, \(K_i \not\subseteq K_j\). Then \(K_j \not\subseteq (K_i)_-,\) so
\(W_i \cap W_j \subseteq (K_i \cap K_j) \cap (K_i \cap (K_i)_-) \cap (K_i \cap (K_i)_-) = (0)\).
4. For every $1 \leq j \leq n$, $K_j = \bigvee \{ W_i : W_i \subseteq K_j \}$. This can be proved by induction on the height of $K_j$ in $\mathcal{D}$. If the height of $K_j$ is 1, then $K_j$ is an atom of $\mathcal{D}$. Then $K_j \cap (K_j)^- = \{ 0 \}$, so $K_j = W_j$. Since $W_i \cap W_j = \{ 0 \}$ if $i \neq j$, $K_j = \bigvee \{ W_i : W_i \subseteq K_j \}$. To employ the induction assumption observe that, for every $1 \leq j \leq n$, $K_j = W_j \vee (K_j \cap (K_j)^-)$ where the height of $K_j \cap (K_j)^-$ is strictly less than that of $K_j$.

5. Since $\bigvee_{i=1}^n K_i = X$ we have $\bigvee_{i=1}^n W_i = X$. It follows that the subsets of $\{L_1, L_2, \ldots, L_m\}$ which comprise the $W_i$’s form a partition of $\{L_1, L_2, \ldots, L_m\}$. Thus (see [1, Example 2.7(1)(ii)]) $\bigvee_{i=1}^n W_i = \bigvee_{i=1}^n W_i$. To prove this it is enough, in view of observation 4 above, to show that $W_i \subseteq K_j \iff K_i \subseteq K_j$. The backward implication is obvious. Suppose that $W_i \subseteq K_i$ and $K_i \subseteq K_j$. Then $K_j \subseteq (K_i)^-$, so

$$W_i \subseteq (K_i \cap (K_i)^-) \cap (K_i \cap (K_i)^-) = \{ 0 \},$$

which contradicts $W_i \neq \{ 0 \}$. Thus $W_i \subseteq K_j \iff K_i \subseteq K_j$.

7. For every $\leq$-hereditary subset $\mathcal{F}$ of $\{1, 2, \ldots, n\}$ we have $\bigvee \{ W_j : j \in \mathcal{F} \} = \bigvee \{ K_j : j \in \mathcal{F} \}$. For, if $j \notin \mathcal{F}$, then $K_j \subseteq \bigvee \{ W_i : i \in \mathcal{F} \}$ using the preceding observation. Hence $\bigvee \{ K_j : j \in \mathcal{F} \} \subseteq \bigvee \{ W_i : i \in \mathcal{F} \}$, and the reverse inclusion is obvious. For every $L \in \mathcal{D}, L = \bigvee \{ K_j : K_j \subseteq L \}$, where $\{ j : K_j \subseteq L \}$ is hereditary. Thus $L = \bigvee \{ W_j : K_j \subseteq L \}$. This shows that the map $\phi : \mathcal{D}(\leq) \rightarrow \mathcal{D}$ defined by $\phi(\mathcal{F}) = \bigvee \{ W_j : j \in \mathcal{F} \}$ is surjective. If $\mathcal{F}, \mathcal{G}$ are hereditary subsets of $\{1, 2, \ldots, n\}$, then $\mathcal{F} \subseteq \mathcal{G} \iff \phi(\mathcal{F}) \subseteq \phi(\mathcal{G})$ (the reverse implication follows easily from the fact that $\{W_1, W_2, \ldots, W_n\}$ is the set of atoms of an ABSL). Thus $\phi$ is a lattice-isomorphism. In particular, $(K_i)^- = \bigvee_{i \notin \mathcal{J}} W_i = (\bigvee_{i \in \mathcal{J}} W_i)' = \bigcap_{i \in \mathcal{J}} W_i'$. Thus $\mathcal{F}$ is an ABSL on $X^*$. By [1, Theorem 2.8], $B^+ = \{ M^+ : M \in B \}$ is an ABSL on $X^*$ with set of atoms $\{ (W_j)^+, (W_j')^+, \ldots, (W_n)^+ \}$. The vector sum $K + L$ is closed, for every $K, L \in B^+$. For, each $x \in X$ has a unique decomposition $x = \sum_{i=1}^n x_i$ with $x_i \in W_i, 1 \leq i \leq n$, and the map $P_i : X \rightarrow X$ defined by $P_i x = x_i$ is linear and closed, and so is bounded by the Closed Graph Theorem. Clearly $(W_j)^+ \subseteq \ker P_i$ if $i \neq j$ and $\mathcal{R}(P_i^+) \subseteq (W_j)^+$, for $1 \leq i \leq n$ (where, for any operator $T, \mathcal{R}(T)$ denotes the range of $T$). In fact $\mathcal{R}(P_i^+) = (W_j)^+$, since $P_i^* e^+ = e^+$, for every $e^+ \in (W_j)^+$. Thus $P_i^* (\sum_{j=1}^n e_j^+) = e_i^+$ whenever $e_j^+ \in (W_j)^+, 1 \leq j \leq n$. The continuity of the $P_i^*$ now shows that $\bigvee_{j \in \mathcal{E}} (W_j)^+ = \sum_{j \in \mathcal{E}} (W_j)^+$, for every subset $\mathcal{E}$ of $\{1, 2, \ldots, n\}$ and it follows that $K + L$ is closed, for every $K, L \in B^+$. Hence each $y^+ \in X^*$ has a unique decomposition $y^+ = \sum_{j=1}^n y_j^+$ with $y_j^+ \in (W_j)^+, 1 \leq j \leq n$.

9. By [3, Lemmas 2.1, 3.1] it readily follows that an element $S \in \text{Alg} \mathcal{D}$ is a single element if and only if whenever $g^* \in X^*$, $h \in X$ are vectors for which elements $J, K \in \mathcal{D}$ exist, satisfying $h \in J, g^* \in (K_-)^-, J_- \neq X, K \neq (0)$, and $g^* (Sh) = 0$, then $Sh = 0$ or $S^* g^* = 0$.

**Theorem 2.** The operator $S \in B(X)$ is a single element of $\text{Alg} \mathcal{D}$ if and only if there exist non-zero vectors $f_i \in W_i, e_i^+ \in (W_i)^+, 1 \leq i, j \leq n$, and a single element $(s_{i,j})$ of $\mathcal{A}_n(\leq)$ such that $S = \sum_{i=1}^n \sum_{j=1}^n s_{i,j} (e_j^+ \otimes f_i)$. Moreover, $S$ and $(s_{i,j})$ have the same rank.
Proof. Let \((s_{i,j}) \in A_n(\leq)\) and let \(f_i \in W_i, e^*_j \in (W^*_j)^\perp, 1 \leq i,j \leq n\), be arbitrary vectors. We show that the operator
\[
S = \sum_{i=1}^{n} \sum_{j=1}^{n} s_{i,j} (e^*_j \otimes f_i)
\]
belongs to Alg \(D\). For this it is enough to show that \(S K_k \subseteq K_k\), for every \(1 \leq k \leq n\). If \(j \neq k\), then \(K_k = \bigvee_{i \leq k} W_i \subseteq W_j\), so \(e^*_j \in (K_k)^\perp\). Thus, for every \(x \in K_k\),
\[
Sx = \sum_{i=1}^{n} (\sum_{j \leq k} s_{i,j} e^*_j(x)) f_i.
\]
But \(s_{i,j} = 0\) if \(i \neq j\), so
\[
Sx = \sum_{i \leq k} (\sum_{j \leq k} s_{i,j} e^*_j(x)) f_i \in \bigvee_{i \leq k} W_i = K_k.
\]

Thus \(S \in \text{Alg} D\).

Now, additionally, let \((s_{i,j})\) be a single element of \(A_n(\leq)\) and let \(f_i, e^*_j, 1 \leq i,j \leq n\), be non-zero vectors. We show that \(S\) is a single element of \(\text{Alg} D\). By observation 9 above it is enough to show that if \(h \in X, g^* \in X^*\) and \(g^*(Sh) = 0\) and there exist elements \(J, K \in D\) such that \(h \in J, g^* \in (K_\perp)^\perp\) and \(J_\perp \neq X, K \neq 0\), then \(S h = 0\) or \(S^* g^* = 0\). Let \(g^*(Sh) = 0\). Now \(g^*(Sh) = \sum_{i=1}^{n} s_{i,j} e^*_j(h) g^*(f_i)\).

Put \(\tilde{g} = \sum_{i=1}^{n} g^*(f_i) u_i\) and \(\hat{h} = \sum_{j=1}^{n} e^*_j(h) u_j\) (where \(\{u_1, u_2, \ldots, u_n\}\) is the usual orthonormal basis for \(F^n\)). Then \(\tilde{g}, \hat{h} \in F^n\) and \(g^*(Sh) = (\tilde{S} \hat{h} | \tilde{g})\), where \(\tilde{S} = (s_{i,j})\) is regarded as an operator on \(F^n\) (and \((\cdot | \cdot)\) denotes the usual inner-product on \(F^n\)). Now \(K_\perp = \bigvee_{k \in \mathcal{E}} W_k\) for some hereditary subset \(\mathcal{E}\) of \(\{1, 2, \ldots, n\}\). It follows that there exists \(K \in L_n(\leq)\), with \(K \neq 0\), such that \((K)_\perp = \bigvee_{k \in \mathcal{E}} u_k\) (the map \(\bigvee_{k \in \mathcal{F}} W_k \mapsto \bigvee_{k \in \mathcal{F}} u_k\), with \(\mathcal{F}\) hereditary, is a lattice-isomorphism of \(D\) onto \(L_n(\leq)\)). If \(k \in \mathcal{E}\), then \(W_k \subseteq K_\perp\), so \(f_k \in K_\perp\) and \(g^*(f_k) = 0 = (\tilde{g} | u_k)\). Hence \(\tilde{g} \in ((K)_\perp)^\perp\). Similarly, there exists \(J \in L_n(\leq)\), with \((J)_\perp \neq F^n\), such that \(\hat{h} \in J\). So, again by observation 9 above, since \(S\) is single and \((\tilde{S} \hat{h} | \tilde{g}) = 0\), we have \(\tilde{S} \hat{h} = 0\) or \((\tilde{S} | \tilde{g}) = 0\). In the former case \(S h = 0\) and in the latter \(S^* g^* = 0\).

(Note that in this part of the proof we did not use the fact that all of the vectors \(f_i \in W_i, e^*_j \in (W^*_j)^\perp, 1 \leq i,j \leq n\), are non-zero.)

Conversely, let \(S\) be a single element of \(\text{Alg} D\). For every \(1 \leq j \leq n, W_j \subseteq K_j\) and, by \([5]\) Lemma 3.2, \(S K_j\) is at most one-dimensional. Hence \(S W_j\) is at most one-dimensional. Let \(S W_j = (g_j)\) with \(S c_j = g_j, c_j \in W_j\) and let \(g_j = \sum_{k=1}^{n} f_{k,j}\) with \(f_{k,j} \in W_k, 1 \leq k \leq n\), be the unique decomposition of \(g_j\). (Here, and in what follows, we let \((x)\) denote the linear span of \(\{x\}\), for every vector \(x\).) Similarly, since \((W^*_j)^\perp \subseteq ((K_j)_\perp)^\perp\), for every \(1 \leq i \leq n\) (see observation 7), and \(S^* ((K_j)_\perp)^\perp\) is at most one-dimensional \(([5]\) Lemma 3.3), \(S^* (W^*_j)^\perp = (h_i^*) \) with \(S^* d_i^* = h_i^*, d_i^* \in (W^*_i)^\perp\) and \(h_i^* = \sum_{l=1}^{n} e^*_{l,i}, e^*_{l,i} \in (W^*_i)^\perp, 1 \leq l \leq n\), the unique decomposition of \(h_i^*\) (see observation 8).

First we show that if \(f_{i,j} \neq 0\) and \(f_{i,k} \neq 0\), then \(\langle f_{i,j} \rangle = \langle f_{i,k} \rangle\). Now \(f_{i,j} \neq 0\) gives \(g_j \notin W_i\) so there exists \(e^* \in (W^*_i)^\perp\) such that \(e^*(g_j) \neq 0\). Then \(S e^* \neq 0\) since \(S^* e^*(c_j) = e^*(g_j)\). Thus \(S^* (W^*_i)^\perp \neq 0\) and \(h_i^* \neq 0\). For every \(x^* \in (W^*_i)^\perp\) there exists a unique scalar \(\lambda\) such that \(S^* x^* = \lambda h_i^*\). Then
\[
x^* (g_j) = x^* (f_{i,j}) = x^* (S c_j) = \lambda h_i^* (c_j) = \lambda e^*_{l,i} (c_j).
\]
Taking $x^*$ equal to $e^*$ shows that $e^*_{i,j}(c_j) \neq 0$. Similarly, $e^*_{i,k}(c_k) \neq 0$. If $f_{i,j}$ and $f_{i,k}$ were linearly independent there would exist $y^* \in (W^*)_i$ such that $y^*(f_{i,j}) = 0$ and $y^*(f_{i,k}) \neq 0$ (there would exist a bounded linear functional $y^*$ on $W_i$ such that $y^*(f_{i,j}) = 0$ and $y^*(f_{i,k}) \neq 0$. Now extend $y^*$ to a bounded linear functional on $X$ by defining $y^*(z) = y^*(P_i z)$, $z \in X$; here $P_i$ is as in observation 8). If $S^* y^* = \mu h^*_{i,j}$, then $y^*(f_{i,j}) = \mu e^*_{i,j}(c_j) = 0$ and $y^*(f_{i,k}) = \mu e^*_{i,k}(c_k) \neq 0$, which is clearly a contradiction. Thus $\langle f_{i,j} \rangle = \langle f_{i,k} \rangle$.  

A similar proof shows that $e^*_{i,j} \neq 0$ and $e^*_{i,k} \neq 0$ imply that $\langle e^*_{i,j} \rangle = \langle e^*_{i,k} \rangle$. (Note that $e^*_{i,j} \neq 0$ implies that $h^*_i \not\in W_j^*$, so $SW_j \neq \langle 0 \rangle$ and $g_j \neq 0$. For every $z \in W_j$ there exists $\gamma$ such that $e^*_{i,j}(z) = \gamma d^*_i(f_{i,j})$ and $e^*_{i,k}(z) = \gamma d^*_i(f_{i,k})$ with $d^*_i(f_{i,j}) \neq 0$ and $d^*_i(f_{i,k}) \neq 0$. If $e^*_{i,j}$ and $e^*_{i,k}$ were linearly independent, there would exist $z \in W_j$ such that $e^*_{i,j}(z) = 0$ and $e^*_{i,k}(z) \neq 0$. Contradiction.)  

By considering the arrays of vectors $(f_{i,j})_i, (e^*_{i,j})$ it now follows that there exist non-zero vectors $f_i, e^*_i, 1 \leq i, j \leq n$, with $f_i \in W_j, e^*_i \in (W^*)_i$ and scalars $\lambda_{i,j}, \mu_{i,j}, 1 \leq i, j \leq n$, such that $f_{i,j} = \lambda_{i,j} f_i, e^*_{i,j} = \mu_{i,j} e^*_i$, for all $i$ and $j$. Note that since $d^*_i(g_j) = h^*_i(c_j)$, for every $i$ and $j$, $d^*_i(g_j) \neq 0$ implies that $g_j \neq 0$ and $h^*_i \neq 0$. The reverse implication also holds since $S$ is single. (Note that $c_j \in K_j$ and $d^*_i \in ((K_i)_j)_j^*$. If $d^*_i(g_j) = 0$, then $d^*_i(S c_j) = 0$, whence by singleness, and observation 9 above, $S c_j = 0$ or $S d^*_i = 0$.)  

Define the $n \times n$ scalar matrix $(s_{i,j})$ by 

$$s_{i,j} = \begin{cases} \mu_{i,j} \lambda_{i,j} / d^*_i(g_j) & \text{if } g_j \neq 0 \text{ and } h^*_i \neq 0, \\ 0 & \text{otherwise.} \end{cases}$$

We show that $S = \sum_{i=1}^n \sum_{j=1}^n s_{i,j} (e^*_j \otimes f_i)$. Let $1 \leq i, j \leq n$ and $x \in X$ be arbitrary. Then $x$ has a unique decomposition $x = \sum_{k=1}^n x_k$, with $x_k \in W_k, 1 \leq k \leq n$, and there exist scalars $\alpha_k, 1 \leq k \leq n$, such that $S x_k = \alpha_k g_k$. Now 

$$h^*_i(x_j) = d^*_i(S x_j) = \alpha_j d^*_i(g_j) = (\sum_{l=1}^n \mu_{i,j} e^*_i)(x_j) = \mu_{i,j} e^*_j(x_j) = \mu_{i,j} e^*_j(x);$$

that is, $\alpha_j d^*_i(g_j) = \mu_{i,j} e^*_j(x)$. Also, 

$$\sum_{i=1}^n \sum_{j=1}^n s_{i,j} (e^*_j \otimes f_i)(x_j) = \sum_{i=1}^n \sum_{j=1}^n s_{i,j} e^*_j(x_j) f_i$$

and 

$$S x = \sum_{j=1}^n S x_j = \sum_{j=1}^n \sum_{i=1}^n \alpha_j f_i x_j = \sum_{i=1}^n \sum_{j=1}^n \alpha_j \lambda_{i,j} f_i.$$  

However, $s_{i,j} e^*_j(x) = \alpha_j \lambda_{i,j}$. For, if $g_j \neq 0$ and $h^*_i \neq 0$, then 

$$s_{i,j} e^*_j(x) = \frac{\mu_{i,j} \lambda_{i,j}}{d^*_i(g_j)} e^*_j(x) = \alpha_j \lambda_{i,j}.$$  

On the other hand, if $g_j = 0$ or $h^*_i = 0$, then $\lambda_{i,j} = 0$ so once again $s_{i,j} e^*_j(x) = \alpha_j \lambda_{i,j}$. (Note that $g_j = \sum_{i=1}^n \lambda_{i,j} f_i$ where $\{f_1, f_2, \ldots, f_n\}$ is linearly independent. Also, if $h^*_i = 0$, then $S^* (W^*_i) = \langle 0 \rangle$ so $R(S) \subseteq W_i^*$, $g_j \in W_i$ and $\lambda_{i,j} = 0$.) Thus $S = \sum_{i=1}^n \sum_{j=1}^n s_{i,j} (e^*_j \otimes f_i)$.  
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Suppose that \( s_{i,j} \neq 0 \). Then \( \lambda_{i,j} \neq 0 \) so \( g_j \notin W_i' \) and hence (since \( g_j \in K_j \) because \( S \in \text{Alg} \mathcal{D} \)) \( K_j \not\subseteq (K_i)_- = \bigcap_{k \leq j} W_k \) (see observation 7) so \( K_i \subseteq K_j \); that is, \( i \preceq j \). This shows that \( (s_{i,j}) \in \mathcal{A}_n(\preceq) \).

Next we show that \( (s_{i,j}) \) is a single element of \( \mathcal{A}_n(\preceq) \). Now, for every \( 1 \leq i \leq n, f_i \notin W_i' \) so there exists \( E_i^* \in (W_i')^\perp \) such that \( E_i^*(f_i) = 1 \). Also, since \( e_j^* \notin W_j' \), there exists \( F_j \in W_j' \) such that \( e_j^*(F_j) = 1 \), for every \( 1 \leq j \leq n \). Clearly \( E_i^*(f_j) = e_j^*(F_i) = \delta_{i,j} \). Let \( A = (a_{i,j}) \) and \( B = (b_{i,j}) \) be elements of \( \mathcal{A}_n(\preceq) \) with \( A(s_{i,j})B = 0 \). Put \( A = \sum_{i=1}^n \sum_{j=1}^n a_{i,j}(E_i^* \otimes f_i) \) and \( B = \sum_{i=1}^n \sum_{j=1}^n b_{i,j}(e_j^* \otimes F_i) \).

Then \( \tilde{A}, \tilde{B} \in \text{Alg} \mathcal{D} \) (see the first paragraph of the proof of the theorem). We have

\[
\tilde{A}S = \sum_{i,j=1}^n \sum_{k=1}^n a_{i,k} s_{k,j}(e_j^* \otimes f_i), \quad \tilde{S} \tilde{B} = \sum_{i,j=1}^n \sum_{l=1}^n s_{i,l} b_{l,j}(e_j^* \otimes f_i)
\]

and

\[
\tilde{A}S \tilde{B} = \sum_{i,j=1}^n \sum_{k,l=1}^n a_{i,k} s_{k,l} b_{l,j}(e_j^* \otimes f_i).
\]

Since \( \tilde{A}S \tilde{B} = 0 \) (note that \( \sum_{k,l=1}^n a_{i,k} s_{k,l} b_{l,j} \) is the \( i,j \)-th entry of \( A(s_{i,j})B \)), and \( S \) is single, \( \tilde{A}S = 0 \) or \( \tilde{S} \tilde{B} = 0 \). Since \( \{e_j^* \otimes f_i : 1 \leq i, j \leq n\} \) is a linearly independent family of rank one operators it follows that \( A(s_{i,j}) = 0 \) or \( (s_{i,j})B = 0 \). Hence \( (s_{i,j}) \) is a single element of \( \mathcal{A}_n(\preceq) \).

Finally we show that \( S = (s_{i,j}) \) have the same rank. Note that, if \( x \in X \) and \( x = \sum_{k=1}^n x_k \) is the unique decomposition of \( x \) with \( x_k \in W_k \), \( 1 \leq k \leq n \), then \( e_j^* \otimes f_i(x) = e_j^*(x_j)f_i \) and so \( Sx = \sum_{i=1}^n \lambda_i f_i \) where \( (\lambda_1, \lambda_2, \ldots, \lambda_n)^T = \hat{S}(e_j^*(x_1), e_j^*(x_2), \ldots, e_j^*(x_n))^T \). Clearly then \( \sum_{i=1}^n \mu_i f_i \in \mathcal{R}(S) \) implies that \( (\mu_1, \mu_2, \ldots, \mu_n)^T \in \mathcal{R}(\hat{S}) \). The converse is also true. For, with \( F_j \in W_j' \) satisfying \( e_j^*(F_j) = 1 \), if \( (\mu_1, \mu_2, \ldots, \mu_n)^T = \hat{S}(\gamma_1, \gamma_2, \ldots, \gamma_n)^T \), then \( S \sum_{k=1}^n \gamma_k F_k = \sum_{i=1}^n \mu_i f_i \in \mathcal{R}(S) \). The map \( T : \mathcal{R}(\hat{S}) \to \mathcal{R}(S) \) defined by \( T(\mu_1, \mu_2, \ldots, \mu_n)^T = \sum_{i=1}^n \mu_i f_i \) is a linear bijection. It follows that \( S \) and \( \hat{S} \) have the same rank.

This completes the proof of the theorem. \( \square \)

The preceding theorem shows that, for the type of subspace lattice \( \mathcal{D} \) considered, the structure of the single elements of \( \text{Alg} \mathcal{D} \) is completely determined by the poset of non-zero join-irreducible elements of \( \mathcal{D} \), partially ordered by inclusion. This is consistent with [5, Theorem 3], which shows that the maximum rank that a single element can have is determined by the relationship between the set of maximal elements and the set of minimal elements of this poset. (It is not difficult to show that the non-zero join-irreducible elements occurring in the unique irredundant representation of \( X \) are precisely the maximal ones.)

The preceding theorem can be interpreted matricially. For, by virtue of the decomposition \( X = \bigoplus_{i=1}^n W_i, \mathcal{B}(X) \) may be identified with the set of \( n \times n \) operator-entry matrices \((T_{i,j})\), with \( T_{i,j} \in \mathcal{B}(W_j, W_i), 1 \leq i, j \leq n \), and

\[
\text{Alg} \mathcal{D} = \{(T_{i,j}) \in \mathcal{B}(X) : T_{i,j} \in \mathcal{B}(W_j, W_i) \text{ and } T_{i,j} = 0 \text{ if } i \neq j\}.
\]

If \( f_i \in W_i \) and \( e_j^* \in (W_j')^\perp, 1 \leq i, j \leq n \), are non-zero vectors, then the (operator) matrix \((e_j^* \otimes f_i)\) belongs to \( \mathcal{B}(X) \). The theorem says that the single elements of \( \text{Alg} \mathcal{D} \) are obtained by taking the Hadamard (that is, entry-wise) product of such
(operator) matrices with those (scalar) matrices \((s_{i,j})\) which are single elements of \(A_n(\leq)\), the rank of the resulting operator being equal to the rank of the latter.
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