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Abstract. We determine all means which are in the intersection of two multivariable two-parameter mean value families. These families were introduced by C. Gini (1938) and K.B. Stolarsky (1975).

1. Introduction and main result

In 1938, C. Gini [4] presented the following two-parameter mean value family of \( n \) variables. Let \( u \) and \( v \) be real numbers and let \( x = (x_1, \ldots, x_n) \) be an \( n \)-tuple of positive real numbers. Then we define

\[
G(u, v; x) = \left[ \frac{\sum_{k=1}^{n} x_k^u}{\sum_{k=1}^{n} x_k^v} \right]^{1/(u-v)} \quad (u \neq v)
\]

and

\[
G(u, u; x) = \lim_{v \to u} G(u, v; x) = \exp \left( \sum_{k=1}^{n} x_k^u \log x_k / \sum_{k=1}^{n} x_k^u \right).
\]

This family includes the well-known power means

\[
G(u, 0; x) = \left( \frac{1}{n} \sum_{k=1}^{n} x_k^u \right)^{1/u} \quad (u \neq 0), \quad G(0, 0; x) = \prod_{k=1}^{n} x_k^{1/n}.
\]

Besides the geometric mean \( G(0, 0; x) \), the two other classical mean values are special power means: the arithmetic mean

\[
G(1, 0; x) = \frac{1}{n} \sum_{k=1}^{n} x_k
\]

and the harmonic mean

\[
G(-1, 0; x) = \left( \frac{1}{n} \sum_{k=1}^{n} \frac{1}{x_k} \right)^{-1}.
\]

The properties of these means have been discussed intensively by many authors. We refer to [2][3][6][12][14][16] and the references therein.
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In 1975, K.B. Stolarsky \cite{19} introduced a new two-parameter family of multivariable mean values, which E.B. Leach & M.C. Sholander referred to as “the most interesting mean value formula that we have seen” \cite[p. 222]{9}. It is built from the quotient of divided differences (initially taken from \( n \) distinct positive numbers \( x_1, \ldots, x_n \) of the functions \( x^r \) and \( x^s \), with distinct real numbers \( r \) and \( s \):

\[
\frac{\sum_{k=1}^{n} x_k^r}{\left( r \sum_{k=1}^{n} \frac{x_k^r}{Q'(x_k)} \right)^{1/(r-s)}},
\]

normalized by proper factors and exponents, in order to make this expression a “mean”. This leads to

\[
E(r, s; x) = \left[ \frac{(s - n + 2)n - 1}{(r - n + 2)n - 1} \sum_{k=1}^{n} \frac{x_k^r}{Q'(x_k)} \right]^{1/(r-s)},
\]

where \( (a)_b = \Gamma(a + b)/\Gamma(a) \) denotes the Pochhammer symbol. This expression makes sense also for the limiting cases where some or all of the \( x_k \) are equal, and also, taking limits again, for all choices of real \( r, s \). The arithmetic, geometric, and harmonic means are the special cases \( (r, s) = (n, n - 1), (n - 1, -1), (-1, -2) \), respectively.

The definition \eqref{eq:2} yields for \( n = 2 \):

\[
E(r, s; x_1, x_2) = \left[ \frac{s x_1^r - x_2^r}{r x_1^s - x_2^s} \right]^{1/(r-s)}.
\]

This family contains the well-known logarithmic mean

\[
E(1, 0; x_1, x_2) = \frac{x_1 - x_2}{\log x_1 - \log x_2}
\]

and the identric mean

\[
E(1, 1; x_1, x_2) = \frac{1}{e} \left( x_1^{x_2} / x_2^{x_1} \right)^{1/(x_1-x_2)},
\]

which have been studied thoroughly in the recent past. In particular, there exist many interesting inequalities for both means in the literature. The logarithmic mean has remarkable applications in mathematical physics, chemistry, meteorology, and economics; see \cite{7,9,17,18}. The identric mean plays a central role in \( E \) because of the known integral representation

\[
E(r, s; x_1, x_2) = \exp \left( \frac{1}{r - s} \int_s^r \frac{1}{t} \log E(1, 1; x_1^t, x_2^t) dt \right),
\]

which shows that \( E \) can be expressed in terms of the identric mean. Monotonicity and comparison theorems as well as further properties of the family \eqref{eq:3} and its multivariable generalization \eqref{eq:2} are given in \cite{3, 9, 10, 13, 15, 16}.

H.W. Gould & M.E. Mays pointed out a “strong analogy” \cite[p. 400]{3} between \( G \) and \( E \). Indeed, it has been proved that both families have similar properties. For instance, \( G(u, v; x) \) and \( E(r, s; x) \) are increasing with respect to their parameters.

Our paper has been inspired by two articles published by D.H. Lehmer \cite{11} in 1971 and by H.W. Gould & M.E. Mays \cite{5} in 1984. These authors investigated the intersection of certain mean value families of two variables. Lehmer proved that the only means which belong to \( G(u, u - 1; x_1, x_2) \) and \( E(r, 2r; x_1, x_2) \) are the arithmetic, geometric, and harmonic means. We note that the main tool in
Lehman’s proof are the Maclaurin series expansions of $t \mapsto G(u,u-1;1,1-t)$ and $t \mapsto E(r,2r;1,1-t)$. The same method of proof was used by Gould & Mays to establish that $G(u,u-1;x_1,x_2)$ and $E(r,s;x_1,x_2)$ also have in common only the three classical means.

It is natural to look for an extension of these results, namely to characterize those means which belong to both, $G(u,v;x)$ and $E(r,s;x)$, where $n \geq 2$ is a fixed integer. It is the aim of this paper to solve this problem. In contrast with the previous approaches we make use of some simple facts from analytic function theory, which are employed to provide a crucial relation between the parameters involved. A basic observation in our proof is formula (2.1) below, which links $E$ with the classical Gaussian hypergeometric function

$$\begin{equation}
2\text{F}_1(a,b;c;z) = \sum_{k=0}^{\infty} \frac{(a)_k(b)_k z^k}{(c)_k k!} \quad (|z| < 1),
\end{equation}
$$

whose properties and representations are decisive for the multivariable case. A detailed collection of the basic facts on hypergeometric functions can be found, for instance, in [1, chapter 2].

Our main result is as follows.

**Theorem.** The only means which belong to both $G(u,v;x)$ and $E(r,s;x)$ are

(i) the power means, if $n = 2$, and

(ii) the arithmetic, geometric, and harmonic means, if $n \geq 3$.

The Theorem implies the following result, which has been conjectured by E.B. Leach & M.C. Sholander [9].

**Corollary.** For $n \geq 3$, the arithmetic, geometric, and harmonic means are the only power means which belong to $E(r,s;x)$.

The proof of the Theorem, which is given in the following sections, would have been much more cumbersome without the availability of computer algebra. We used Mathematica 4.0 for series expansions and the solution of systems of algebraic equations. However, the more delicate parts of those calculations have been verified independently, using “paper and pencil”.

2. **A Lemma**

The following lemma plays an important role in the proof of our Theorem.

**Lemma.** For $n \geq 2$, $|y-1| < 1$, we have

$$\begin{equation}
[E(r,s;y,1,...,1)]^{r-s} = \frac{2\text{F}_1(1,n-1-r;n;1-y)}{2\text{F}_1(1,n-1-s;n;1-y)},
\end{equation}
$$

**Proof.** Let $y \neq 1$ be a positive number and let $Q$ be as in (1.1). Setting $x_1 = y$ and $x_j = 1 + j\lambda$ ($j = 2,...,n$), we get for $\lambda \to 0$:

$$\begin{equation}
\sum_{k=1}^{n} \frac{x_k^r}{Q^r(x_k)} = \frac{y^r}{(y-1)^{r-1}} + S(r,n,y;\lambda) + o(1),
\end{equation}
$$

where

$$S = S(r,n,y;\lambda) = \lambda^{2-n} \sum_{k=2}^{n} (-1)^{n-k} \frac{(1+k\lambda)^r}{(k-2)!(n-k)!(1-y+k\lambda)}.$$
We obtain
\[
(n - 2)! (1 - y) \lambda^{n - 2} S
\]
\[
= \sum_{k=2}^{n} (-1)^{n-k} \binom{n-2}{k-2} \frac{1 - y}{1 - y + k \lambda} (1 + k \lambda)^r
\]
\[
= \sum_{k=2}^{n} (-1)^{n-k} \binom{n-2}{k-2} \frac{1 - y}{1 - y + k \lambda} \sum_{m=0}^{\infty} \binom{r}{m} (k \lambda)^m
\]
\[
= \sum_{k=2}^{n} (-1)^{n-k} \binom{n-2}{k-2} \sum_{j=0}^{\infty} \left( \frac{-k \lambda}{1 - y} \right)^j \sum_{m=0}^{\infty} \binom{r}{m} (k \lambda)^{m-j}
\]
\[
= \sum_{k=2}^{n} (-1)^{n-k} \binom{n-2}{k-2} \sum_{m=0}^{\infty} \sum_{j=0}^{m} \binom{r}{m-j} \left( \frac{-k \lambda}{1 - y} \right)^j (k \lambda)^{m-j}
\]
\[
= \sum_{m=0}^{\infty} \sum_{j=0}^{m} \binom{r}{m-j} (y - 1)^{-j} \sum_{k=2}^{n} (-1)^{n-k} \binom{n-2}{k-2} k^m \lambda^m.
\]

Applying the formula
\[
\sum_{k=2}^{n} (-1)^{n-k} \binom{n-2}{k-2} k^m = \begin{cases} 
0, & \text{if } m \in \{0, \ldots, n-3\}, \\
(n-2)!, & \text{if } m = n-2,
\end{cases}
\]
which can be proved easily by induction on \(n\), we get
\[
(2.3) \quad S = - \sum_{j=0}^{n-2} \binom{r}{n-2-j} (y - 1)^{-j-1} + o(1).
\]

Hence, (2.2) and (2.3) yield
\[
(2.4) \quad \sum_{k=1}^{n} \frac{x_k^r}{Q'(x_k)} = (y - 1)^{1-n} \left[ y^r - \sum_{j=0}^{n-2} \binom{r}{j} (y - 1)^j \right] + o(1) \quad (\lambda \to 0).
\]

From (1.2) and (2.4), and assuming that
\[
(2.5) \quad r, s \notin \{0, 1, \ldots, n - 2\},
\]
we obtain
\[
(2.6) \quad [E(r, s; y, 1, \ldots, 1)]^{r-s} = \frac{(s-n+2)_{n-1} [y^r - \sum_{j=0}^{n-2} \binom{r}{j} (y - 1)^j]}{(r-n+2)_{n-1} [y^s - \sum_{j=0}^{n-2} \binom{s}{j} (y - 1)^j]}.
\]

Using
\[
\binom{r}{j} = \binom{r}{n-1} (-1)^k \frac{(1)_{k} (n-1-r)_{k}}{(n)_{k} k!} \quad \text{with} \quad k = j - n + 1,
\]
we get for $|y - 1| < 1$:

$$y^n - \sum_{j=0}^{n-2} \binom{n-2}{j} (y-1)^j = \sum_{j=n-1}^{\infty} \binom{n-1}{j} (y-1)^j$$

$$= \binom{n-1}{r} \sum_{k=0}^{\infty} (-1)^k \frac{(1-k)(n-1-r)_k}{(n)_k k!} (y-1)^{k+n-1}$$

$$= \frac{(r-n+2)_{n-1}}{(n-1)!} (y-1)^{n-1} _2F_1(1, n-1 - r; n; 1 - y).$$

From (2.6) and (2.7) we obtain (2.1), where we obviously can eliminate the restriction (2.5).

**Remarks.**

1. The hypergeometric function can be continued analytically from the unit disc along any curve which does not pass through the point 1. Hence, (2.1) implies that

$$f_{r,s}(x) = [E(r, s; e^z, 1, ..., 1)]^{r-s}$$

is meromorphic in $\mathbb{C}$.

2. It is well known that $w(x) = _2F_1(a, b; c; x)$ satisfies the following linear homogeneous differential equation of second order:

$$D_w(x) = w''(x) + \frac{c-(a+b+1)x}{x(1-x)} w'(x) - \frac{ab}{x(1-x)} w(x) = 0$$

(see [1] p. 75). Let $x_0 \neq 0, 1$, and assume $w(x_0) = w'(x_0) = 0$. Then from the relations $D_k(w(x_0)) = 0$, $k = 0, 1, \ldots$, we get, by induction, $w^{(k)}(x_0) = 0$, $k = 0, 1, \ldots$, which would imply $w \equiv 0$, contradicting $w(0) = 1$. Thus, $z \mapsto _2F_1(a, b; c; 1 - e^z)$ has in $\mathbb{C}$ at most simple zeros. From (2.1) and (2.8) we conclude that all poles and zeros of $f_{r,s}$ (with $r \neq s$) are simple.

3. Euler’s integral representation

$$_2F_1(1, n-r-1; n; x) = (n-1) \int_0^1 (1-t)^{n-2} \frac{dt}{(1-tx)^{n-r-1}}$$

(see [1] p. 65) implies that

$$x \mapsto \frac{\partial}{\partial x} _2F_1(1, n-r-1; n; x) = (n-1) \int_0^1 (1-t)^{n-2} \frac{\log(1-tx)}{(1-tx)^{n-r-1}} dt$$

can be analytically continued from $x = 0$ along each curve in $\mathbb{C} - \{1\}$. We conclude that

$$z \mapsto E(r, s; e^z, 1, ..., 1) = \exp \left( \frac{\partial}{\partial z} _2F_1(1, n-r-1; n; 1 - e^z) \right)$$

is analytic in $\mathbb{C}$, except for isolated essential singularities.

4. In a similar (but much more direct) fashion we obtain that the function

$$g_{u,v}(z) = [G(u, v; e^z, 1, ..., 1)]^{u-v} = \frac{e^{uz} + n-1}{e^{uz} + n-1}$$

has only simple poles and/or zeros, if $u \neq v$. Except for the case $n = 2, u + v = 0$ such poles and/or zeros actually exist. Taking limits we get

$$G(u, w; e^z, 1, ..., 1) = \exp \left( \frac{z}{1 + (n-1)e^{-uz}} \right).$$
The function $z \mapsto G(u, u; e^z, 1, ..., 1)$ is analytic in $\mathbb{C}$ with only essential isolated singularities, but without zeros. As before, we note that for $u \neq 0$ this set of essential singularities is not empty.

3. Proof of the Theorem

We first indicate sets of parameters for which $G$ and $E$ represent power means. For $n = 2$ we have

$$G(u, 0; x_1, x_2) = E(2u, u; x_1, x_2) = \left( \frac{x_1^u + x_2^u}{2} \right)^{1/u} \quad (u \neq 0)$$

and

$$G(u, -u; x_1, x_2) = E(r, -r; x_1, x_2) = (x_1x_2)^{1/2},$$

which implies that the power means belong to both, $G(u, v; x_1, x_2)$ and $E(r, s; x_1, x_2)$.

Let $n \geq 3$. Then we have

$$G(1, 0; x) = E(n, n - 1; x) = \frac{1}{n} \sum_{k=1}^{n} x_k,$$

$$G(0, 0; x) = E(n - 1, -1; x) = \prod_{k=1}^{n} x_k^{1/n},$$

and

$$G(0, -1; x) = E(-1, -2; x) = \left( \frac{1}{n} \sum_{k=1}^{n} \frac{1}{x_k} \right)^{-1}.$$

Thus, the arithmetic, geometric, and harmonic means are in the intersection of $G$ and $E$.

Now, we assume that $\mu$ is a mean which belongs to $G$ and $E$. Then there exist parameters $u, v, r$, and $s$ such that we have for all admissible $x$:

$$\mu(x) = G(u, v; x) = E(r, s; x).$$

If $u = v = 0$, then $\mu$ is the geometric mean. Hence, let $(u, v) \neq (0, 0)$. For the same reason, we exclude the case $n = 2, u + v = 0$. Further, we may suppose that

$$u \geq v \quad \text{and} \quad r \geq s.$$

Case 1. $u > v$ and $r > s$.

We set in (3.1): $x_1 = e^z$ ($z \in \mathbb{R}$), $x_2 = ... = x_n = 1$, and define $\alpha = (u - v)/(r - s)$. This gives

$$f_{r,s}(z) = g_{u,v}(z),$$

where $f_{r,s}$ and $g_{u,v}$ are as in (2.8) and (2.9), respectively. The relation (3.2) reveals that both functions can be extended meromorphically from $\mathbb{R}$ into $\mathbb{C}$. Since the function on the right-hand side is meromorphic with only simple poles and zeros (and, indeed, there are poles and/or zeros), we must have the same for the function on the left-hand side. According to Remark (2), $f_{r,s}$ has also only simple poles and zeros, so that $\alpha > 0$ implies $\alpha = 1$, or

$$s = r + v - u.$$
Case 2. \( u = v \neq 0 \) or \( r = s \).

We have

\[
E(r, s; e^z, 1, ..., 1) = G(u, v; e^z, 1, ..., 1) \quad (z \in \mathbb{R}).
\]

The analytic continuation of both functions from \( \mathbb{R} \) into \( \mathbb{C} \) gives that (3.4) holds for all \( z \in \mathbb{C} \), except for isolated singularities. If \( r = s \), but \( u \neq v \), then, according to Remarks (3) and (4), the function on the right-hand side of (3.4) has poles and/or zeros, while the function on the left-hand side can have only essential singularities, but no zeros. This cannot be true, and consequently, we have \( u = v \), as well. A similar reasoning eliminates the possibility of \( r \neq s \). Hence, (3.3) remains valid also in this case.

Our whole efforts so far were only to establish (3.3), which seems to be the key relation in the proof of the Theorem. We have not been able, not even with much more heavy use of computer algebra as in what follows, to ascertain the desired conclusion without making use of (3.3).

The final part of the proof is just calculation with the series expansion

\[
0 = E(r, s; e^z, 1, ..., 1) - G(u, v; e^z, 1, ..., 1) = \sum_{k=0}^{\infty} p_k(r, s, u, v; n)z^k.
\]

Using (3.3) we get

\[
0 = p_2(r, r + v - u, u, v; n) = \frac{(n - 1)[2(1 + r - u) - n(1 + u + v)]}{2n^2(n + 1)},
\]

which leads to

\[
r = \frac{(n + 2)u + n v + n - 2}{2}.
\]

Inserting (3.3) and (3.6) into (3.5), we obtain from \( 0 = p_3 = p_4 \) the following two algebraic relations between \( u, v, n \):

\[
0 = (n - 2)[6uv + n(u^2 + 4uv + v^2 - 1)],
\]
\[
0 = 36uv(u + v - 1) + 6u[u^3 + u^2(3v - 1) + u(3v^2 - 3v - 1) + v^3 - v^2 - v + 1]
\]
\[
+ n^2[-u^3 + u^2(-28v + 1) + u(-28v^2 + 10v + 1) - v^3 + v^2 + v - 1]
\]
\[
+ n^3[3u^3 + u^2(-9u + 1) + u(-9u^2 + 4v + 3) - 3v^3 + v^2 + 3v - 1]
\]
\[
+ n^4[u^3 + 4u^2v + u(4v^2 - 1) + v^3 - v].
\]

The Reduce command of Mathematica 4.0, when applied to this system, comes up with the complete set of solutions. Omitting those which are out of the range of our variables, we obtain:

If \( n = 2 \), then either \( u > 0, v = 0 \), or \( u = 0, v < 0 \). And, if \( n \geq 3 \), then either \( u = 1, v = 0 \), or \( u = 0, v = -1 \).

As seen in the first part of the proof, these choices correspond to the power means, if \( n = 2 \), and to the arithmetic and harmonic means, if \( n \geq 3 \). This completes the proof of the Theorem.
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