CHARACTERIZATIONS OF PARACOMPACT-LIKE PROPERTIES 
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Abstract. We give a characterization of countably paracompact and collectionwise normal spaces by means of set-valued semi-continuous selections. This provides a positive answer to a problem of V. Gutev.

1. Main results

Let $X$ and $Y$ be topological spaces, and let $2^Y$ be the family of non-empty subsets of $Y$. Let

$$\mathcal{F}(Y) = \{ F \in 2^Y : F \text{ is closed} \}, \quad \mathcal{C}(Y) = \{ F \in \mathcal{F}(Y) : F \text{ is compact} \},$$

and

$$\mathcal{C}'(Y) = \mathcal{C}(Y) \cup \{ Y \}.$$

A set-valued mapping $\Phi : X \to 2^Y$ is lower semi-continuous (l.s.c.) if the set

$$\Phi^{-1}(U) = \{ x \in X : \Phi(x) \cap U \neq \emptyset \}$$

is open in $X$ for every open subset $U$ of $Y$, and $\Phi$ is upper semi-continuous (u.s.c.) if the set

$$\Phi^U(U) = \{ x \in X : \Phi(x) \subseteq U \}$$

is open in $X$ for every open subset $U$ of $Y$. A mapping $\varphi : X \to 2^Y$ is a selection for $\Phi$ if $\varphi(x) \subseteq \Phi(x)$ for every point $x \in X$.

There is a series of results which characterize separation and covering properties (like paracompactness, collectionwise normality, normality and so on) by means of the existence of continuous selections for l.s.c. mappings. We mention two of them.

**Theorem 1.1** (Michael, Choban [12, 2]). A $T_1$-space $X$ is paracompact if and only if for every completely metrizable space $Y$, every l.s.c. mapping $\Phi : X \to \mathcal{F}(Y)$ admits a u.s.c. selection $\varphi : X \to \mathcal{C}(Y)$.

**Theorem 1.2** (Choban and Nedev [3]). A $T_1$-space $X$ is collectionwise normal if and only if for every completely metrizable space $Y$, every l.s.c. mapping $\Phi : X \to \mathcal{C}'(Y)$ admits a u.s.c. selection $\varphi : X \to \mathcal{C}(Y)$.
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In the present paper we extend the above two characterizations by the following two theorems.

**Theorem 1.3.** For a $T_1$-space $X$ the following conditions are equivalent:

(a) $X$ is countably paracompact and collectionwise normal.

(b) For every completely metrizable space $Y$, every l.s.c. mapping $\Phi : X \to C(Y)$, and every u.s.c. selection $\theta : X \to C(Y)$ for $\Phi$, there exist an l.s.c. $\varphi : X \to C(Y)$ and a u.s.c. $\psi : X \to C(Y)$ such that $\theta(x) \subset \varphi(x) \subset \psi(x) \subset \Phi(x)$ for every $x \in X$.

(c) $X$ is a normal space and for every completely metrizable space $Y$ and each u.s.c. mapping $\theta : X \to C(Y)$, there exist an l.s.c. $\varphi : X \to C(Y)$ and a u.s.c. $\psi : X \to C(Y)$ such that $\theta(x) \subset \varphi(x) \subset \psi(x)$ for every $x \in X$.

(d) $X$ is a normal space and for every Hilbert space $Y$ and each u.s.c. mapping $\theta : X \to 2^Y$ all of whose values are finite-dimensional simplexes (i.e. convex hulls of finite subsets of $Y$), there exist an l.s.c. $\varphi : X \to C(Y)$ and a u.s.c. $\psi : X \to C(Y)$ such that $\theta(x) \subset \varphi(x) \subset \psi(x)$ for every $x \in X$.

The above theorem gives an answer to a problem posed by V. Gutev [9].

**Theorem 1.4.** A normal space $X$ is collectionwise normal if and only if for every finite dimensional completely metrizable space $Y$ and every u.s.c. mapping $\theta : X \to \mathcal{C}_m(Y)$ for some natural number $m$, there exist an l.s.c. mapping $\varphi : X \to \mathcal{C}(Y)$ and a u.s.c. mapping $\psi : X \to \mathcal{C}(Y)$ such that $\theta(x) \subset \varphi(x) \subset \psi(x)$ for every $x \in X$ where $\mathcal{C}_m(Y) = \{ F \in \mathcal{F}(Y) : |F| \leq m \}$.

2. A construction of Michael's pairs between set-valued mappings

We will say that a mapping $\theta : X \to 2^Y$ has the locally finite lifting property if for every locally finite family $\mathcal{M}$ of closed subsets of $Y$ there exists a locally finite family $\mathcal{U} = \{ U_m : M \in \mathcal{M} \}$ of open subsets of $X$ such that $\theta^{-1}(M) \subset U_M$ for every $M \in \mathcal{M}$.

Recall that a sieve $S = (\{ B_n, n \in \mathbb{N} \}, \pi_n)$ on a space $X$ is a sequence of covers $B_n = \{ B_\alpha : \alpha \in A_n \}_{n \in \mathbb{N}}$ of $X$ (with disjoint $A_n$’s) together with maps $\pi_n : A_{n+1} \to A_n$ such that $B_n = \bigcup \{ B_\gamma : \gamma \in \pi_n^{-1}(\alpha) \}$ for all $n \in \mathbb{N}$ and $\alpha \in A_n$. A sieve $S$ is closed (open) if each $B_\alpha$ is closed (open) in $X$, and is locally finite if $B_\alpha$ is index locally finite in $X$ for every $n \in \mathbb{N}$.

For a subset $A \subset X$, we use $\bar{A}$ to denote the closure of $A$ in $X$.

**Lemma 2.1.** Let $X$ be a collectionwise normal space, let $Y$ be a space, let $\Phi : X \to C(Y)$ be an l.s.c. mapping, and let $\theta : X \to 2^Y$ be a u.s.c. selection for $\Phi$ with the locally finite lifting property. Also, let $\{ \{ V_\alpha : \alpha \in A_n \}, \pi_n \}$ be a locally finite open sieve on $Y$ and let $\{ \{ F_\alpha : \alpha \in A_n \}, \pi_n \}$ be a closed sieve on $Y$ such that $F_\alpha \subset V_\alpha$ for every $\alpha \in A_n$ and every $n$. Then there exists a locally finite open sieve $\{ \{ U_\alpha : \alpha \in A_n \}, \pi_n \}$ on $X$ such that

$$\theta^{-1}(F_\alpha) \subset U_\alpha \subset \overline{U_\alpha} \subset \Phi^{-1}(V_\alpha) \text{ whenever } n \in \mathbb{N} \text{ and } \alpha \in A_n.$$ 

**Proof.** We prove our lemma by induction on $n \in \mathbb{N}$. Since $\theta^{-1}(F_\alpha)$ is closed and $\Phi^{-1}(V_\alpha)$ is open in $X$ with $\theta^{-1}(F_\alpha) \subset \Phi^{-1}(V_\alpha)$, using normality of $X$ and the locally finite lifting property of $\theta$ we can find a locally finite open cover $\{ U_\alpha : \alpha \in A_n \}$
Then, by Lemma 2.1, there exists a locally finite open sieve \( \{ U_\beta : \beta \in \pi_n^{-1}(\alpha) \} \) in \( X \) such that
\[
U_\beta^1 \subset U_\alpha \quad \text{and} \quad \theta^{-1}(F_\beta) \subset U_\beta^1 \subset \overline{U_\beta^1} \subset \Phi^{-1}(V_\beta) \quad \text{for every} \quad \beta \in \pi_n^{-1}(\alpha).
\]
Next, for every \( \alpha \in A_n \), we construct a locally finite open family \( \{ U_\beta^2 : \beta \in \pi_n^{-1}(\alpha) \} \) in \( X \) such that
\[
U_\alpha \setminus \bigcup \{ U_\beta^1 : \beta \in \pi_n^{-1}(\alpha) \} \subset \bigcup \{ U_\beta^2 : \beta \in \pi_n^{-1}(\alpha) \}
\]
and
\[
U_\beta^2 \subset U_\alpha \quad \text{and} \quad \overline{U_\beta^2} \subset \Phi^{-1}(V_\beta) \quad \text{for every} \quad \beta \in \pi_n^{-1}(\alpha).
\]
Indeed, choose an open subset \( W \) of \( \overline{U_\alpha} \) such that
\[
\overline{U_\alpha} \setminus \bigcup \{ U_\beta^1 : \beta \in \pi_n^{-1}(\alpha) \} \subset W \subset \overline{W} \subset \overline{U_\alpha} \setminus \theta^{-1}(F_\alpha).
\]
Set \( Z = \overline{W} \) and \( \Psi = \Phi|Z \). Then \( Z \) is collectionwise normal and \( \Psi : Z \to C'(Y) \) is an l.s.c. mapping. Since \( \{ V_\beta : \beta \in \pi_n^{-1}(\alpha) \} \) is a locally finite open family of \( Y \), using results from [7, 15] we can find a locally finite open cover \( \{ W_\beta : \beta \in \pi_n^{-1}(\alpha) \} \) of \( Z \) (i.e., locally finite in \( X \)) such that \( \overline{W_\beta} \subset \Psi^{-1}(V_\beta) \). Set \( U_\beta^2 = U_\alpha \cap W_\beta \) and \( U_\beta = U_\beta^1 \cup U_\beta^2 \) for every \( \beta \in \pi_n^{-1}(\alpha) \).

**Theorem 2.2.** Let \( X \) be a collectionwise normal space, let \( Y \) be a completely metrizable space, let \( \Phi : X \to C'(Y) \) be an l.s.c. mapping, and let \( \theta : X \to 2^Y \) be a u.s.c. selection for \( \Phi \) having the locally finite lifting property. Then there exist an l.s.c. \( \varphi : X \to C(Y) \) and a u.s.c. \( \psi : X \to C(Y) \) such that
\[
\theta(x) \subset \varphi(x) \subset \psi(x) \subset \Phi(x) \quad \text{for every} \quad x \in X.
\]

The above pair \( (\varphi, \psi) \) of set-valued mappings is known as Michael’s pair for \( \Phi \) (since Michael was the first to consider them in [12]).

**Proof.** Let \( d \) be a compatible complete metric on \( Y \) bounded by 1. There exist a locally finite open sieve \( \{ V_\alpha : \alpha \in A_n \}, \pi_n \) and a locally finite closed sieve \( \{ F_\alpha : \alpha \in A_n \}, \pi_n \) on \( Y \) such that \( F_\alpha \subset V_\alpha, \text{diam}(V_\alpha) \leq 2^{-n} \) for \( n \in \mathbb{N} \) and \( \alpha \in A_n \). Then, by Lemma 2.1, there exists a locally finite open sieve \( \{ U_\alpha : \alpha \in A_n \}, \pi_n \) satisfying \( \theta^{-1}(F_\alpha) \subset U_\alpha \subset \overline{U_\alpha} \subset \Phi^{-1}(V_\alpha) \) for all \( n \in \mathbb{N} \) and \( \alpha \in A_n \). Choose \( y_\alpha \in F_\alpha \) for every \( \alpha \in A_n \). Define \( \varphi_n(x) = \{ y_\alpha : x \in U_\alpha, \alpha \in A_n \} \) for every \( x \in X \). Then \( \varphi_n : X \to C(Y) \) is l.s.c.

Let \( B_d^2(A) = \{ y \in Y : d(y, A) < \varepsilon \} \) for every \( \varepsilon > 0 \) and \( A \in 2^Y \). We consider \( C(Y) \) as a topological space with the topology generated by the Hausdorff distance \( d_H \) on \( C(Y) \) as follows [11]:
\[
d_H(K, Q) = \inf \{ \varepsilon > 0 : K \subset B_d^2(Q) \text{ and } Q \subset B_d^2(K) \} \quad \text{for every} \quad K, Q \in C(Y).
\]
For each \( x \in X \) the sequence \( \{ \varphi_n(x) : n \in \mathbb{N} \} \) is Cauchy in \( C(Y) \) with respect to Hausdorff metric \( d_H \). So we can define a mapping \( \varphi : X \to C(Y) \) by \( \varphi(x) = \lim_n \varphi_n(x) \) [11]. Clearly \( \theta \) is a selection for \( \varphi \). The map \( \varphi \) is l.s.c. by the following lemma.
Lemma (6). If \( \varphi_n : X \to C(Y) \) is l.s.c. (u.s.c.), \( d_H(\varphi_n(x), \varphi_{n+1}(x)) \leq 2^{-n} \) for \( n \in \mathbb{N} \) and \( x \in X \), and
\[
\varphi(x) = \{ y \in Y : y = \lim y_n \text{ where } y_n \in \varphi_n(x) \text{ and } d(y_n, y_{n+1}) \leq 2^{-n} \},
\]
then \( \varphi : X \to C(Y) \) and \( \varphi \) is l.s.c. (u.s.c.).

Turning to the proof of the theorem, define \( \psi_n(x) = \{ y_\alpha : x \in \bigcup_{i=1}^n A_\alpha \text{ for } x \in X \text{ and } n \in \mathbb{N} \} \) for \( x \in X \) and \( n \in \mathbb{N} \). Each \( \psi_n(x) \) is a finite subset of \( Y \) and the map \( \psi_n : X \to C(Y) \) is u.s.c. For each \( x \in X \) we can also define a mapping \( \psi : X \to C(Y) \) by \( \psi(x) = \lim \psi_n(x) \). Using the above lemma we can conclude that \( \psi \) is a u.s.c. mapping such that \( \varphi \) is a selection for \( \psi \). Now the implication \( \psi(x) \supseteq \Phi(x) \) follows directly from the definition of \( \psi \).

\[
\square
\]

3. PROOFS OF THEOREMS 1.3 AND 1.4

Proof of Theorem 1.3. (a) \( \to \) (b). According to [7], \( \theta \) has the locally finite lifting property. Now the conclusion of item (b) follows from Theorem 2.2.

(b) \( \to \) (c) follows by taking \( \Phi(x) = Y \) for all \( x \in X \). We show the normality of \( X \). Let \( F_1 \) and \( F_2 \) be two disjoint closed subsets of \( X \). Let \( Y = \{0, 1, 2\} \) with the usual discrete topology. Put \( F_0 = X \). Define a u.s.c. mapping \( \theta : X \to C(Y) \) by \( \theta(x) = \{ y \in Y : x \in F_y \} \). Further, define an l.s.c. mapping \( \Phi : X \to C(Y) \) by \( \Phi(x) = \{0, 1\} \) if \( x \in F_1 \), \( \Phi(x) = \{0, 2\} \) if \( x \in F_2 \), and \( \Phi(x) = Y \) otherwise. Then by the condition of (b), there exist an l.s.c. \( \varphi : X \to C(Y) \) and a u.s.c. \( \psi : X \to C(Y) \) such that \( \theta(x) \subseteq \varphi(x) \subseteq \psi(x) \subseteq \Phi(x) \) for every \( x \in X \). For \( i = 1, 2 \), define the open sets
\[
V_i = \varphi^{-1}(\{i\}) \text{ and } W_i = \psi^{-1}(\{0, i\}).
\]

Then \( F_i \subseteq V_i \) because \( \theta \) is a selection for \( \varphi \) and \( F_i \subseteq W_i \) because \( \psi \) is a selection for \( \Phi \). Set \( U_i = V_i \cap W_i \). Then \( U_i \subseteq \{ x \in X : i \in \psi(x) \subseteq \{0, i\} \} \). Namely \( U_1 \cap U_2 = \emptyset \).

(c) \( \to \) (d) is obvious.

(d) \( \to \) (a). Let \( \mathcal{F} = \{ F_y : y \in Y \} \) be a locally finite family consisting of closed subsets of \( X \). By adding \( \{X\} \) to \( \mathcal{F} \) if necessary, we can assume that \( \mathcal{F} \) is a cover of \( X \). Let \( R \) be the set of reals. For a function \( f : Y \to R \) we define \( s(f) = \{ y \in Y : f(y) \neq 0 \} \). Define \( l_2(Y) = \{ f : Y \to R : s(f) \text{ countable and } \sum_{y \in s(f)} f(y)^2 < +\infty \} \). Then \( l_2(Y) \) is a Hilbert space [2]. For \( y \in Y \) define \( f_y \in l_2(Y) \) such that \( f_y(y) = 1 \) and \( f_y(z) = 0 \) for every \( z \in Y - \{y\} \). We can identify \( Y \) with \( \{ f_y : y \in Y \} \) where \( Y \) is a closed discrete subset of \( l_2(Y) \). Define \( \theta : X \to 2^{l_2(Y)} \) by \( \theta(x) = K_x \) where \( K_x \) is a convex hull of \( \{ f_y : y \in Y, x \in F_y \} \). Then \( \theta \) is a u.s.c. mapping. According to (d), there exist an l.s.c. \( \varphi : X \to C(l_2(Y)) \) and a u.s.c. \( \psi : X \to C(l_2(Y)) \) such that \( \theta(x) \subseteq \varphi(x) \subseteq \psi(x) \) for every \( x \in X \). For every \( y \in Y \) there exists an open neighborhood \( V_y \) of \( f_y \) in \( l_2(Y) \) such that \( V_y \cap Y = \{ f_y \} \) and \( \{ V_y : y \in Y \} \) is a discrete collection of \( l_2(Y) \). Define \( U = \{ \varphi^{-1}(V_y) : y \in Y \} \) and \( E = \{ \psi^{-1}(V_y) : y \in Y \} \). Then \( E \) is a locally finite closed cover of \( X \).

Indeed, closedness is clear. Notice that if \( \xi : X \to C(Y) \) is l.s.c. (u.s.c.) and \( \mathcal{M} \) is a locally finite family of \( Y \), then \( \xi^{-1}(\mathcal{M}) \) is point-finite (locally finite). So, \( U \) is also a locally finite open cover of \( X \) because \( \varphi \) is l.s.c. and a selection for \( \psi \). Moreover \( F_y \subseteq \varphi^{-1}(V_y) \) for every \( y \in Y \). We have proved that for every locally finite collection \( \{ F_y : y \in Y \} \) of closed subsets of \( X \) there exists a locally finite collection \( \{ U_y : y \in Y \} \) of open subsets of \( X \) such that \( F_y \subseteq U_y \) for every \( y \in Y \).
Therefore $X$ is countably paracompact and collectionwise normal by the well-known Dowker's theorem $[4]$. 

**Proof of Theorem 1.4.** (Sufficiency) Let $X$ be collectionwise normal, and let $Y$ be a finite dimensional completely metrizable space. Let $\theta : X \to \mathcal{C}_m(Y)$ be a u.s.c. mapping for some natural number $m$. Then, $\theta$ has the locally finite lifting property by $[7]$. Therefore the conclusion follows from Theorem 2.2.

(Necessity) Let $\mathcal{F} = \{ F_\alpha : \alpha \in A \}$ be a locally finite closed collection of $X$ of bounded order (i.e. every point of $X$ belongs to at most $m$ members of this family for some natural number $m$). Consider the set $Y = \{ F_\alpha : \alpha \in A \} \cup \{ X \}$ with the discrete topology and define $\theta(x) = \{ F \in Y : x \in F \}$. Then $\theta$ becomes a mapping from $X$ to $\mathcal{C}_m(Y)$ for some natural number $m$. Now, $\theta$ is u.s.c. because $\mathcal{F} \cup \{ X \}$ is a locally finite closed cover of $X$. By the assumption of our theorem there exist an l.s.c. $\varphi : X \to \mathcal{C}(Y)$ and a u.s.c. $\psi : X \to \mathcal{C}(Y)$ such that $\theta(x) \subseteq \varphi(x) \subseteq \psi(x)$ for every $x \in X$. Arguing in the same way as in the proof of implication $(c) \rightarrow (a)$ of Theorem 1.3, we can show that there exist a locally finite open cover $\mathcal{U} = \{ U_\alpha : \alpha \in A' \}$ of $X$, where $A' = A \cup \{ \alpha_0 \}$, $X = F_{\alpha_0}$ such that $F_\alpha \subseteq U_\alpha$ for every $\alpha \in A'$. Therefore by Katětov's result $[5]$, $X$ is collectionwise normal. 

4. Metacompactness

We prove a result about metacompactness in the same spirit as Theorems 1.3 and 1.4.

**Theorem 4.1.** Let $X$ be a metacompact space, let $Y$ be a completely metrizable space and let $\theta : X \to \mathcal{C}(Y)$ be a u.s.c. mapping. Then there exists an l.s.c. $\varphi : X \to \mathcal{C}(Y)$ such that $\theta(x) \subseteq \varphi(x)$ for every $x \in X$.

**Proof.** Let $d$ be a complete metric on $Y$. Consider $\mathcal{C}(Y)$ endowed with the Hausdorff topology generated by the Hausdorff metric $d_H$ associated to $d$. By the completeness of $d$, $(\mathcal{C}(Y),d_H)$ is a complete metric space $[11]$. Define a set-valued mapping

$$\Phi : X \to 2^{\mathcal{C}(Y)}$$

by $\Phi(x) = \{ K \in \mathcal{C}(Y) : \theta(x) \subseteq K \}$ for every $x \in X$.

Then $\Phi(x)$ is a closed subset of $\mathcal{C}(Y)$. Indeed, for every point $K \in \Phi(x)$ it suffices to show that $K \in \Phi(x)$. Choose a sequence $\{ K_i : i \in \mathbb{N} \} \subseteq \Phi(x)$ converging to $K$. If $\theta(x) \notin K$, then choose $y \in \theta(x) - K$. Put $2\varepsilon = d(y,K)$, and select some $j \in \mathbb{N}$ such that $d_H(K,K_j) < \varepsilon$. Then $y \notin K_j$, a contradiction with $K_j \in \Phi(x)$.

For every $\varepsilon > 0$ and $K \in \mathcal{C}(Y)$, \{ $x \in X : \Phi(x) \cap B_{\varepsilon}^{H(d)}(K) \neq \emptyset$ \} = \{ $x \in X : \theta(x) \subseteq B_{\varepsilon}^{H(d)}(K)$ \} is open in $X$ because $\theta$ is u.s.c. Therefore $\Phi$ is l.s.c. By Choban $[2]$, there exists an l.s.c. $\psi : X \to \mathcal{C}(\mathcal{C}(Y))$ such that $\psi(x) \subseteq \Phi(x)$ for every $x \in X$. Let $\varphi(x) = \bigcup \psi(x)$. Then $\varphi(x)$ is compact $[11]$. From the definition of $\Phi$ it follows that $\theta(x) \subseteq \varphi(x)$ for every $x \in X$. Finally, $\varphi$ is l.s.c. by $[7]$.

**Remark.** One may wonder if both mappings $\varphi$ and $\psi$ are necessary in Theorem 1.3. Without the map $\varphi$ the conclusion of Theorem 1.3 becomes trivial (because $\psi = \theta$ will do). Theorem 4.1 shows that $\psi$ cannot be omitted in item (b) of Theorem 1.3 (because otherwise metacompact normal spaces must be countably paracompact and collectionwise normal).

**Remark.** The converse of Theorem 4.1 is not true in general because there exists a collectionwise normal and countably paracompact space which is not metacompact.
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