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Abstract. We prove that any iterated function system of finite type possesses
the weak separation property.

1. Introduction

Let \{f_1, ..., f_m\} be an iterated function system (IFS) on \(\mathbb{R}^d\) defined by
\[
(1.1) \quad f_i(x) = \rho_i M_i x + b_i, \quad i = 1, ..., m,
\]
where \(0 < \rho_i < 1\), \(b_i \in \mathbb{R}^d\) and \(M_i\) is a \(d \times d\) orthogonal matrix.

Let \(E\) denote the attractor of the IFS (1.1), i.e., the unique compact set \(E \subset \mathbb{R}^d\)
satisfies the equation
\[
(1.2) \quad E = \bigcup_{i=1}^m f_i(E).
\]

The problem of calculating the Hausdorff dimension of the attractor of an IFS is
one of the most interesting questions in fractal geometry. In general it is quite difficult
to calculate the Hausdorff dimension of an attractor. However, in some special
situations the Hausdorff dimension of an attractor can be rigorously calculated.
These special circumstances include:

1. any IFS satisfying the open set condition (the OSC); see [H] [F];
2. any IFS of finite type; see [L] [NW].

The Hausdorff dimension of the attractor of an IFS possessing the weak separation
property (the WSP) has been investigated in [LN] and [Z].

In this note we establish a relation between the above conditions. Our result
shows that the finite type condition implies the WSP.
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2. The finite type condition and the weak separation property

Recall that the IFS (1.1) satisfies the open set condition (the OSC) (see [H, F]) if there exists an open set $O \subset \mathbb{R}^d$ such that

\begin{equation}
O \supset \bigcup_{i=1}^{m} f_i(O) \quad \text{with this union disjoint.}
\end{equation}

To describe the WSP and the finite type of (1.1) we need some additional notation. For the IFS given by (1.1), let $\Omega = \{1, \ldots, m\}$, let $\Omega^k$ denote the set of all words of length $k$ in $\Omega$, and let $\Omega^* = \bigcup_{k=1}^{\infty} \Omega^k$ denote the set of all finite words in $\Omega$. For $i \in \Omega^k$, $j \in \Omega^n$, let $ij \in \Omega^{k+n}$ denote the concatenation of $i$ and $j$. For $i = (i_1, \ldots, i_k) \in \Omega^k$ we denote

\begin{equation}
f_i = f_{i_1} \cdots f_{i_k}, \quad \rho_i = \rho_{i_1} \cdots \rho_{i_k}, \quad M_i = M_{i_1} \cdots M_{i_k}.
\end{equation}

Let $\rho = \min \{\rho_i\}$, and for $k = 1, 2, \ldots$ we define

\begin{equation}
\Lambda_k = \{i \in \Omega^* : \rho_i \leq \rho^k < \rho_j \text{ for any proper subset } j \text{ of } i\},
\end{equation}

\begin{equation}
\Gamma_k = \{(\rho_i M_i, f_i(0), k) : i \in \Lambda_k\} \quad \text{and} \quad \Gamma = \bigcup_{k=1}^{\infty} \Gamma_k.
\end{equation}

Observe that in general $\Lambda_k$ is not in one-to-one correspondence with $\Gamma_k$. For instance:

**Example.** Let $f_i : \mathbb{R} \to \mathbb{R}$, $i = 1, 2, 3$, be defined by

\[f_1(x) = \frac{1}{3} x, \quad f_2(x) = \frac{1}{3} x + 1, \quad f_3(x) = \frac{1}{9} x + \frac{1}{3} .\]

Then $\rho_1 = \rho_2 = 1/3$, $\rho_3 = \rho = 1/9$ and

\[\Lambda_1 = \{(1, 1), (1, 2), (2, 1), (2, 2), (3)\} .\]

Clearly $i = (1, 2) \in \Lambda_1$, $j = (3) \in \Lambda_1$ and $i \neq j$, but $(\rho_1 M_i, f_i(0), 1) = (\rho_3 M_j, f_j(0), 1) \in \Gamma_1$. Now for $u = (\rho_i M_i, f_i(0), k) \in \Gamma_k$ we define the contraction $f_u : \mathbb{R}^d \to \mathbb{R}^d$ by

\begin{equation}
f_u(x) = \rho_i M_i x + f_i(0) \quad \text{for } x \in \mathbb{R}^d .
\end{equation}

Let $O$ be an open bounded invariant subset of $\mathbb{R}^d$, i.e., $f_i(O) \subset O$ for all $i = 1, \ldots, m$. For $u \in \Gamma_k$ we denote

\[O(u) = \{v \in \Gamma_k : f_v(O) \cap f_u(O) \neq \emptyset\} ,\]

and call $O(u)$ the $O$-neighborhood of $u$. For $u \in \Gamma_k$, $v \in \Gamma_n$ we say that $O(u)$ and $O(v)$ are equivalent, denoted $O(u) \equiv O(v)$, if there is a similarity map $\tau(x) = \rho^u M x + b$, where $b \in \mathbb{R}^d$ and $M$ is a $d \times d$ orthogonal matrix, such that

\begin{equation}
f_v = \tau \circ f_u \text{ and } \{f_v : v' \in O(v)\} = \{\tau \circ f_{u'} : u' \in O(u)\} .
\end{equation}

It is easy to see that $\equiv$ is an equivalence relation. Let $[O(u)]$ denote the equivalence class of $O(u)$. From (2.6) we get

\begin{equation}
\text{If } O(u) \equiv O(v), \text{ then } \#O(u) = \#O(v) .
\end{equation}

**Definition 1 ([NW]).** The IFS (1.1) is of finite type if there exists a bounded invariant open set $O \subset \mathbb{R}^d$ such that $\{[O(u)] : u \in \Gamma\}$ (where $\Gamma$ is defined by (2.4)) is a finite set. The set $O$ is called a finite type condition set.
The following definition was given in [LN].

**Definition 2.** The IFS (1.1) possesses the weak separation property (the WSP) if there exists an \( \ell \in \mathbb{N} \) such that for any \( i \in \Omega^* \) and every \( k \geq 1 \), every \( \rho^k \)-ball contains at most \( \ell \) distinct points \( f_j(0) \) for \( j \in \Lambda_k \). (Observe that \( f_j(0) \) can be repeated, i.e., \( f_j(0) = f_{j'}(0) \) with \( j \neq j' \)).

In [LN] it was shown that any IFS satisfying the OSC possesses the WSP; however the converse is not true. No similar relations between the finite type condition and the WSP have been established. In [NW] it was conjectured that an IFS of finite type must possess the WSP. We prove that the conjecture is true.

**Theorem.** If the IFS (1.1) is of finite type, then it possesses the WSP.

As mentioned in [NW] our theorem shows that Theorems 1.2 and 1.3 of [NW] follow from the earlier results of Zerner; see [Z] Corollary and Theorem 3.

### 3. Proof of the Theorem

Assume that the IFS is of finite type and let \( O \) denote a finite type condition set. Without loss of generality we may assume that

\[
\text{(3.1) } \quad \text{diam } O \leq 1 \text{ and } \sup \{ \|f_i(0)\| : i \in \Omega^* \} \leq 1.
\]

**Lemma 1.** There exist \( x_0 \in O \) and \( \delta > 0 \) such that for any \( u = (\rho_i M_i, f_i(0), k) \in \Gamma_k \), the set \( f_u(O) \) contains the \( \delta \rho^k \)-ball \( B(f_i(x_0), \delta \rho^k) \).

**Proof.** Take \( x_0 \in O \) and let \( \delta > 0 \) such that \( B(x_0, \rho^{-1} \delta) \subset O \). We claim that for any \( u = (\rho_i M_i, f_i(0), k) \) we have \( B(f_i(x_0), \delta \rho^k) \subset f_u(B(x_0, \rho^{-1} \delta)) \subset f_u(O) \).

In fact, observe that for \( i = (i_1, \ldots, i_k) \in \Omega^k \) the orthogonal matrix \( M_i \) given by (2.2) induces an isometry (also denoted by \( M_i \)) from \( \mathbb{R}^d \) into itself. Thus \( M_i(B(x_0, r)) = B(M_i(x_0), r) \) for any ball \( B(x_0, r) \). Therefore \( \rho_i M_i(B(x_0, r)) = B(\rho_i M_i(x_0), \rho r) \). Observe that for \( u = (\rho_i M_i, f_i(0), k) \in \Gamma_k \) we have

\[
f_u(x) = \rho_i M_i(x) + f_i(0) \quad \text{for every } x \in \mathbb{R}^d.
\]

It follows that

\[
B(f_i(x_0), \rho^{-1} \delta \rho_i) = f_u(B(x_0, \rho^{-1} \delta)) \subset f_u(O).
\]

From (2.3) we get

\[
\rho_i \leq \rho^k < \rho^{-1} \rho_i \quad \text{for any } i \in \Lambda_k.
\]

Consequently

\[
B(f_i(x_0), \delta \rho^k) \subset B(f_i(x_0), \rho^{-1} \delta \rho_i) \subset f_u(O).
\]

The lemma is proved. \( \square \)

For any \( i \in \Omega^* \) and every \( k \geq 1 \), let \( B(\rho^k) \) be a ball of radius \( \rho^k \), and let

\[
F_k = \{ f_{ji}(0) : j \in \Lambda_k \} \cap B(\rho^k),
\]

\[
\hat{F}_k = \{ u = (\rho_i M_j, f_j(0), k) : f_{ji}(0) \in F_k \}.
\]

Then

\[
\text{(3.2) } \quad \# \hat{F}_k \geq \# F_k.
\]
Note that for any $u = (\rho BM_j, f_j(0), k) \in \Gamma_k$, by (2.7) we have
$$\#O(u) = \#O(v) \text{ for every } O(v) \in [O(u)].$$
Hence by the finite type of the IFS we have
\begin{equation}
M = \sup\{\#O(u) : u \in \Gamma_k \text{ and } k \in \mathbb{N}\} < \infty.
\end{equation}
We will complete the proof of our theorem by demonstrating the following proposition.

**Proposition.** $\#F_k \leq M^{4\delta - d}$.

We first show:

**Lemma 2.** There exists a sequence $\{\hat{G}_k\}$, $\hat{G}_k \subset \hat{F}_k$, such that $\#\hat{G}_k \geq \#\hat{F}_k/M$ and the family $\hat{G}_k(O) = \{f_u(O) : u \in \hat{G}_k\}$, where $f_u$ is defined by (2.5), is disjoint.

**Proof.** First take any $u_1 \in \hat{F}_k$ and consider the set
$$F(u_1) = \{u \in \hat{F}_k : f_u(O) \cap f_{u_1}(O) \neq \emptyset\}.$$Then take $u_2 \in \hat{F}_k \setminus F(u_1)$ and consider the set
$$F(u_2) = \{u \in \hat{F}_k : f_u(O) \cap f_{u_2}(O) \neq \emptyset\}.$$Now take $u_3 \in \hat{F}_k \setminus [F(u_1) \cup F(u_2)]$, and so on. Continuing this process until
$$\hat{F}_k \setminus [F(u_1) \cup \ldots \cup F(u_k)] = \emptyset$$we obtain a set
$$\hat{G}_k = \{u_1, \ldots, u_k\} \subset \hat{F}_k.$$From (3.3) we have $\#\hat{G}_k \geq \#\hat{F}_k/M$. By definition $\hat{G}_k(O) = \{f_u(O) : u \in \hat{G}_k\}$ is disjoint, and consequently the lemma is proved. □

Now we are able to complete the proof of the proposition. By Lemmas 1 and 2 there exists a family of disjoint balls
$$\mathbb{B}_k = \{B(f_u(x_0), \delta\rho^k) : u = (\rho BM_j, f_j(0), k) \in \hat{G}_k\}$$such that
$$B(f_u(x_0), \delta\rho^k) \subset f_u(O) \text{ for any } u \in \hat{G}_k.$$Observe that $\#\mathbb{B}_k = \#\hat{G}_k$. By (3.1) and (2.3) for any $u = (\rho BM_j, f_j(0), k) \in \hat{G}_k$ we have
$$\|f_u(O) - f_\hat{u}_j(0)\| := \sup\{\|x - f_\hat{u}_j(0)\| : x \in f_u(O)\} \leq \sup\{\|x - f_j(0)\| : x \in f_u(O)\} + \|f_j(0) - f_\hat{u}_j(0)\| \leq \text{diam } \rho BM_j(O) + \rho_j\|f_j(0)\| \leq \rho_j \text{ diam } O + \rho_j\|f_j(0)\| \leq 2\rho_j \leq 2\rho^k.$$It follows that
$$\text{diam } \bigcup \mathbb{B}_k \leq \text{diam } (F_k \cup \bigcup \mathbb{B}_k) \leq \text{diam } (F_k \cup \{f_u(O) : u \in \hat{G}_k\}) \leq 2\rho^k + 2\rho^k = 4\rho^k.$$
Thus \( \bigcup \mathbb{B}_k \) is contained in a ball \( B(4\rho^k) \) of radius \( 4\rho^k \) in \( \mathbb{R}^d \). Since \( \mathbb{B}_k \) consists of disjoint balls we have
\[
\sum \{ V(B) : B \in \mathbb{B}_k \} \leq V(B(4\rho^k)),
\]
where \( V(B) \) denotes the volume of a ball \( B \) in \( \mathbb{R}^d \). Observe that the volume of an \( r \)-ball \( B \) in \( \mathbb{R}^d \) is \( V(B) = C_d r^d \), where \( C_d \) is a constant depending only on \( d \). (Note: \( C_1 = 2 \) and \( C_2 = \pi \! \! ) \) Since \( \# \mathbb{B}_k = \# \mathbb{G}_k \) we have
\[
\# \mathbb{G}_k C_d (\delta \rho^k)^d \leq C_d (4\rho^k)^d.
\]
Consequently from (3.2) and from Lemma 2 we get
\[
\# F_k \leq \# \mathbb{F}_k \leq M \# \mathbb{G}_k \leq M 4^d \delta^{-d}.
\]
Thus the Proposition, and hence the Theorem, is proved.
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