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Abstract. A simple competition model is presented. While in Euclidean  
spaces the weak will “die out”, in the presence of hyperbolicity, coexistence  
take place.  

1. Introduction  
In this note we discuss a simple model of competition between two deterministically  
growing clusters, according to local rules. One cluster grows faster than the  
other. This model can be defined either discretely on a graph or in a continuous  
version on manifolds. For simplicity we will consider the discrete model. On Euclidean  
spaces or lattices, the faster cluster will eventually surround the slower cluster. We  
will see that this is not the case on Gromov hyperbolic spaces. The geometric  
properties of hyperbolic spaces are manifested in a very clear way in the behaviour  
of the model. At the end of the note we further remark about competition and  
geometry. We now describe the model.  

Let $G = (V, E)$ be a graph, denote by $d$ the graph metric on $G$, and consider the  
following competition, between $X$ and $Y$, over the vertices of $G$.  

Let $m$ be some positive integer, and let $x_0, y_0$ be two vertices in $V$. Set $X_0 = \{x_0\}$, $Y_0 = \{y_0\}$. Inductively, let $X_{j+1}$ be the set of vertices $v$ that are not in $Y_j$ and satisfy $d(v, X_j) \leq m$ and let $Y_{j+1}$ be the set of vertices $v'$ that are not in $X_{j+1}$ and satisfy $d(v', Y_j) \leq 1$. Finally, set $Y = \bigcup_{j=0}^{\infty} Y_j$, $X = \bigcup_{j=0}^{\infty} X_j$.  

Must the set $Y$ be bounded? Must it be unbounded? Or does the result depend  
on the location of $x_0, y_0$?  

The growth process was set so that the $X$ cluster grows $m$ times faster than the  
$Y$ cluster (and even win in a tie situation). It is easy to see that on $\mathbb{Z}^d, d > 1$,  
assuming $m > 1$, eventually the $X$ cluster will surround the $Y$ cluster. If $m = 1$,  
both $X$ and $Y$ will have infinite volume, i.e. coexistence occurs. We will see  
below that for any $m$ on any Gromov hyperbolic graph which contains a bi-infinite  
geodesic, coexistence is guaranteed, once the initial position is chosen properly. We  
now define hyperbolic graphs. First, recall that a geodesic in a graph is a path for  
which the distance between any two vertices on the path is equal to the length of  
the path between these two vertices.
Definition (δ-hyperbolic). Let \( G = (V, E) \) be a graph. Given three vertices \( u, v, w \in V \), pick geodesics between any two to get a geodesic triangle. Denote the geodesics by \([u, v], [v, w], [w, u]\) and by \( d \) the graph metric on \( G \). Say the triangle is \( \delta \)-thin if for any \( v' \in [u, v] \)

\[
\min(d(v', [w, u]), d(v', [v, w])) \leq \delta,
\]

and the same for \( v' \in [w, u] \) or \([v, w]\).

\( G \) is said to be \( \delta \)-hyperbolic if all geodesic triangles in \( G \) are \( \delta \)-thin. Let

\[
\delta(G) = \inf \{ \delta | G \text{ is } \delta\text{-thin} \}.
\]

\( G \) is Gromov hyperbolic if \( \delta(G) < \infty \).

Trees are the most simple examples of Gromov hyperbolic graphs, but there are more interesting examples such as lattices in the real hyperbolic space \( \mathbb{H}^n \). It is easy to see that Euclidean lattices are not hyperbolic. See Canon, Floyd, Kenyon and Parry (1997) (available on-line from MSRI) for an introduction to hyperbolic geometry and real hyperbolic spaces. There are many recent publications on hyperbolic metric spaces and graphs. The following graph provides a simple discrete approximation for the hyperbolic plane.

Example. Consider the graph obtained by adding to the binary tree edges connecting all vertices of the same level along a line. That is, represent the vertices of the binary tree by sequences of zeros and ones in the usual way. Add to the binary tree an edge between \( v, w \) if \( v \) and \( w \) are at level \( n \) and \( |0.v - 0.w| = 1/2^n \), where \( 0.v \) is the number in \([0, 1]\) presented by the sequences corresponding to \( v \).

The competition model above is a deterministic trivialization of a model for competing spatial growth, introduced by Häggström and Pemantle (1998), which is built on first passage percolation. In a sense their result can be viewed as showing coexistence in the deterministic model on a random perturbation of the Euclidean planar lattice, when \( X \) and \( Y \) grow with the same speed. Ancona (1988) studied the Martin boundary of Gromov hyperbolic graphs. Asymptotic properties of the Green function or other related random processes on hyperbolic graphs manifests nicely geometric properties of these graphs. The coexistence result has a similar flavor and the proof is based on a similar, yet much simpler, reasoning.

Theorem 1. Assume \( G \) is a Gromov hyperbolic graph, which contains a bi-infinite geodesic \( \gamma \). Then if \( x_0 \) and \( y_0 \) are both on \( \gamma \), and \( d(x_0, y_0) \) is sufficiently large, then half \( \gamma \) is in \( \bigcup_k X_k \) and half is in \( \bigcup_k Y_k \).

2. Proof and further remarks

Proof of Theorem 1. Pick a base point in \( \gamma \), denoted \( \gamma(0) \), and identify the vertices of \( \gamma \) as \( \gamma(n), n \in \mathbb{Z} \), in the obvious way. For \( x \) real, let \( \gamma(x) = \gamma(n(x)) \), where \( n(x) \) is the closest integer to \( x \). Let \( x_0 = \gamma(0) \), and let \( y_0 = \gamma(n) \), for \( n \) that will be determined later. Let \( C(n) \) be the cone of all vertices \( x \), for which any geodesic \( \gamma' \) from \( \gamma(0) \) to \( x \) satisfies \( d(\gamma(n), \gamma') < 2\delta \), \( \delta \) a fixed integer bigger than \( \delta(G) \). By Ancona (1988) Theorem 6.9, for any geodesic \( \gamma'' \) from \( y \in G - C(n - 4\delta) \) to \( x \in C(n), d(\gamma(n), \gamma'') < 2\delta \). We need another standard fact (Gromov (1987) 7.1.A), namely that if \( z \) is a vertex on a geodesic between \( x \) and \( y \), then the length of any path from \( x \) to \( y \), which is disjoint from a ball of radius \( r \) centered at \( z \), is larger than \( c' \) for \( c \) depending only on \( \delta \).
By time $n$, which bounds from below the time taken for the $X$ cluster to reach $C(n)$, the $Y$ cluster reaches $\gamma(n + n/m)$, as well as a ball of radius larger than $r_1 = n/(2m)$ centered at $\gamma(n)$. The distance between any vertex in $G - C(n)$ to $C(n + n/m)$, outside that ball around $\gamma(n)$, is larger than $c^{r_1}$ for $c > 1$, depending on $\delta$ only. So by the time the $X$ cluster will reach $C(n + n/m)$, if at all, the $Y$ cluster will reach $(n + n/m + c^{r_1}/m)$, will cover a ball of radius larger than $r_1$ with $c > 1$, depending on only. So by the time the $X$ cluster will reach $C(n + n/m)$, if at all, the $Y$ cluster will reach $(n + n/(2m))$, the $X$ cluster will need more than $c^{r_1}/2m$ steps. Thus, once $n$ is chosen so that $c^{r_1} = c^{n/2m} > n$, so $c^{r_1}/2m > c^{r_1} > n$, we can proceed as in the first stage, again and again, and the $X$ cluster will never reach $\bigcup_{k \geq n} \gamma(k)$.

Remarks. 1. It is clear from the robustness of the proof that a similar proof gives coexistence for the randomize version of Häggström and Pemantle (1998), for any two rates, on any Gromov hyperbolic graph.

2. Given $m$, the distance between the starting points, which is sufficient for coexistence, provides a measure of the hyperbolicity.

3. Note that Cayley graphs of finite extensions of free products (though not always hyperbolic) contains bi-infinite geodesics, which intersects infinitely many translations of a fixed finite cut set, hence coexistence holds for any $m$. Maybe one can identify the Cayley graphs, for which coexistence holds, for all $m$. For Cayley graphs with one end, maybe hyperbolicity is also necessary. Note that on any graph which is a product of two infinite graphs, coexistence does not hold. In particular on the product of a binary tree and a line, coexistence fails. This shows that exponential volume growth is not sufficient for coexistence.

4. Consider a variant in which the growth rate $m$ is changing in time. Then provided $m = m(n)$ grows slower than $a^n$, for some $a$ depending only on $\delta$, coexistence holds (for some starting vertices) by the same proof.

5. On Euclidean lattices, assuming $m > 1$, the slower cluster is finite. It seems of interest to identify the shapes of these finite clusters, as in particular they might appear in real world phenomena.

6. Modern day competition (over the internet) should be modeled on more connected graphs, e.g. expanders, the hypercube or complete graphs, rather than on Euclidean or hyperbolic lattices.

Example. A continuous time symmetric competition. Start with one red vertex and one blue vertex on a graph with $n$ vertices. Each vertex is colored once and keep that color. Color a vertex red at exponential time with rate

$$(\text{number of red neighbouring vertices})^a$$

for some power $a$, and the same for the blue. (The case $a = 2$ can be interpreted as a sexual reproduction model.) On the complete graph, one can see that if $a > 1$, then one color will take over all but a tight number of vertices. In fact, this becomes equivalent to some urn model problems; see Pemantle (1990). For $a = 1$ on $\mathbb{Z}^2$, Häggström and Pemantle (1998) proved coexistence. It would be nice to verify coexistence for some $a > 1$ on $\mathbb{Z}^2$, and to look at competitions on other graphs as well, for instance $G(n, p(n))$.

Exercise. Try to imagine evolution in hyperbolic space....
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