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Abstract. For $c > 0$, this note computes essentially the set of $(x,y)$ in $[0, +\infty)^2$ such that the entire series in $z$ defined by $(1 + z/c)^x (1 - z)^{-y}$ has all its coefficients non-negative. If $X$ and $Y$ are independent random variables which have respectively Bernoulli and negative binomial distributions, denote by $\mu$ the distribution of $X + Y$. The above problem is equivalent to finding the set of $p > 0$ such that $\mu^{*p}$ exists; this set is a finite union of intervals and may be the first example of this type in the literature. This gives the final touch to the classification of the natural exponential families with variance functions of Babel type, i.e. of the form $aR(m) + (bm + c)\sqrt{R(m)}$, where $R$ is a polynomial with degree $\leq 2$.

I. Introduction: The Babel class of natural exponential families

Natural exponential families. If $\mu$ is a positive measure on $\mathbb{R}$, its Laplace transform is the function valued in $(0, +\infty)$ defined by

$$L_\mu(\theta) = \int_{-\infty}^{+\infty} \exp(\theta x)\mu(dx).$$

One considers the interval $\Theta(\mu) = \text{interior of the interval of } \theta \text{ such that } L_\mu(\theta) \text{ is finite.}$ The function $k_\mu = \log L_\mu$ is called the cumulant function of $\mu$, although $\mu$ is not necessarily a probability or even bounded. We denote by $\mathcal{M}$ the set of such measures on $\mathbb{R}$ such that, furthermore, $\mu$ is not concentrated on a point and such that $\Theta(\mu)$ is not empty. For $\mu \in \mathcal{M}$, the set of probabilities

$$F = F(\mu) = \{P(\theta, \mu)(dx) = \exp(\theta x - k_\mu(\theta))\mu(dx); \theta \in \Theta(\mu)\}$$

is the natural exponential family (NEF) generated by the basis $\mu$ (a basis is not unique: $F(\mu) = F(\mu')$ if and only if there exists $\alpha$ and $c$ such that $\mu'(dx) = \exp(\alpha x + c)\mu(dx)$). One also has

$$k_{\mu'}(\theta) = \int_{-\infty}^{+\infty} xP(\theta, \mu)(dx),$$
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so that the interval $M_F = k'_p(\Theta(\mu))$ is called the domain of the means of the NEF $F$. Since $\mu \in \mathcal{M}$, $k_\mu$ is real analytic and strictly convex, the map $\theta \mapsto k'_p(\theta)$ is one-to-one, and one defines its inverse function $\psi_\mu : M_F \to \Theta(\mu)$. Thus

$$m \mapsto P(m, F) = P(\psi_\mu(m), \mu)$$

is a one to one map from $M_F$ onto $F$, and is called the parametrization of the NEF by the mean.

**The variance function of a NEF.** The variance of $P(m, F)$ is denoted by $V_F(m)$. The map $m \mapsto V_F(m)$ from $M_F$ to $\mathbb{R}$ is called the variance function of the NEF $F$. It characterizes $F$: if $F'$ is another NEF such that $I = M_{F'} \cap M_F$ is not empty and $V_F = V_{F'}$ on $I$, then $F = F'$; since $k''_p(\theta) = V_F(k'_p(\theta))$ for all $\theta$ in $\Theta(\mu)$, it is easily justified that the data of $M_F$ and $V_F$ characterizes $F$: see [10] for details. One has also to know that the classical NEF have very simple variance functions: see [10] for a systematic study of the $F$ such that $V_F$ is the restriction to $M_F$ of a polynomial of degree $\leq 2$, and [6] for degree 3.

**The Babel class.** The next degree of complexity of variance functions after polynomials with degree $\leq 2$ or 3 is not offered by polynomials of degree 4, but rather by the class of functions of the form $PR + Q\sqrt{R}$, where the polynomials $P$, $Q$ and $R$ have degrees $\leq 1$, 2 and 2 respectively. This is called the Grand Babel class, and contains many of the current distributions used in probability theory. Its complete classification is still an open problem (consult [4] and [5]). But the subclass of the variance functions of the form $aR(m) + (bm + c)\sqrt{R(m)}$ is called the Babel class and has been systematically classified in [7], up to a problem that we are going to describe below after a small digression about the real powers of a NEF.

**The Jorgensen set of a NEF.** Let us come back to an arbitrary element $\mu$ of $\mathcal{M}$.

Its Jorgensen set $\Lambda(\mu)$ is the set of $p > 0$ such that there exists $\mu_p \in \mathcal{M}$ with $\Theta(\mu_p) = \Theta(\mu)$ and $L_{\mu_p}(\theta) = (L_\mu(\theta))^p$: see [3]. If $\mu$ and $\mu'$ are two bases of the NEF $F$, it is trivial to see that $\Lambda(\mu)$ and $\Lambda(\mu')$ coincide and that similarly $F(\mu_p) = F(\mu'_p)$ (and therefore can be denoted by $A_F$ and $F_\mu$). Trivially, $\{0\} \cup \Lambda$ is a closed additive semigroup. It contains 1 by definition, therefore it contains the set $\mathbb{N}$ of non-negative integers. It is the whole half line $[0, +\infty)$ if and only if $F$ is made with infinitely divisible distributions. It is $\mathbb{N}$ when $F$ is the family of Bernoulli distributions on $\{0, 1\}$. Finding the Jorgensen set of a given distribution or NEF can be a rather challenging problem: it has been for instance considered implicitly by Paul Lévy ([7]) when $k_\mu$ is a polynomial with respect to $\exp \theta$ with some negative coefficients, or by W. Hayman ([2]). Some comments about Paul Lévy’s paper can be found in [3]’ section 8.2: if $P(z) = 1 + z - \frac{z^2}{2} + z^3 + z^4$ and if

$$\exp P(z) = \sum_0^\infty \mu_n z^n,$$

then it is not difficult to see that $\mu_n \geq 0$ for all $n$ and that the Jorgensen set of the discrete measure $\mu(dx) = \sum_0^\infty \mu_n \delta_n(dx)$ is exactly $[1/2, \infty)$. The idea is to observe that $P^2$ and $P^3$ have non-negative coefficients and to write

$$\exp pP = pP + \sum_0^+ p^{2k} P_{2k}^{2k} \frac{(2k)!}{(2k)!} + \sum_0^+ p^{2k+3} P_{2k+3}^{2k} \frac{(2k+3)!}{(2k+3)!}.$$
For $p > 0$, the only possible negative coefficient of the entire series is the coefficient $\frac{1}{4}(2p^2 - p)e^p$ of $z^2$, and this proves the result.

Similarly, consider the positive measure $\nu(dx) = \sum_0^8 \nu_n \delta_n(dx)$ defined by $P^2(z) = \sum_0^8 \nu_n z^n$ (in fact $\nu_4 = 65/16$, $\nu_3 = \nu_5 = 3/2$, $\nu_2 = \nu_6 = 1/2$, $\nu_1 = \nu_7 = 2$, $\nu_0 = \nu_8 = 1$). It provides the non classical Jørgensen set

$$\{1, 3/2, 2, 5/2, 3, \ldots\}.$$ 

The ultimate problem. In [7], page 98, it was left as an open problem to find the Jørgensen set of the measure on $N$:

$$\mu(dx) = \sum_{n=0}^\infty \mu(n) \delta_n(dx)$$

where the sequence $(\mu(n))_{n=0}^\infty$ is defined by

$$\sum_{n=0}^\infty \mu(n) z^n = \frac{1 + ze^{-\alpha}}{(1 - ze^{\alpha})q},$$

for fixed $q > 0$ and fixed $\alpha \in \mathbb{R}$. Here, $F = F(\mu)$ is the NEF of the probability distributions of the random variables $X + Y$, where the independent random variables have the following distributions

$$\Pr(X = 0) = 1 - r, \quad \Pr(X = 1) = r,$$

$$\Pr(Y = n) = \frac{q(q + 1)\cdots(q + n - 1)}{n!} \lambda^n (1 - \lambda)^q, \quad n \in \mathbb{N};$$

the parameters $\lambda$ and $r$ in $(0, 1)$ are arbitrary, subject to the constraint $r \exp(2\alpha) = (1 - r)\lambda$. Its variance function is in the Babel class. One has $M_F = (0, \infty)$ and, by a tedious calculation, or by using formula (3.3), page 83, of [7]:

$$V_F(m) = \frac{1}{4q \cosh^2 \alpha} ((q - 1)R(m) + (4m + 2(1 - c)) \sqrt{R(m)})$$

with

$$c = \frac{1}{2}(e^{-\alpha} + qe^{\alpha}), \quad R(m) = m^2 \cosh^2 \alpha + m(q - 1 + 2c \sinh \alpha) + c^2.$$ 

The set of $p > 0$ such that $V_F(m) = pV_F\left(\frac{m}{p}\right)$ is a variance function, or equivalently, such that the Taylor expansion of

$$(1.1) \quad z \mapsto \frac{(1 + ze^{-\alpha})^p}{(1 - ze^{\alpha})^{pq}}$$

has positive coefficients, is going to be described in the present note. For $\alpha < 0$ a simple argument in Section 2 will show that this set is exactly $N$. For $\alpha \geq 0$ the answer is more surprising and is described in Section 3.

For convenience, in the function (1.1) we are going to change the notations used in [7] and to replace $p$ by $x$, $pq$ by $y$, $\exp(2\alpha)$ by $c$ and $\exp \alpha$ by $z$. Thus, for fixed $c > 0$, we consider the sequence $(a_n(x, y, c))_{n=0}^\infty$ defined by

$$(1.2) \quad \frac{(1 + z/c)^x}{(1 - z)^y} = \sum_{n=0}^\infty a_n(x, y, c) z^n,$$

and the closed additive semigroup of $[0, +\infty)^2$ defined by

$$(1.3) \quad S_c = \{(x, y); \ x \geq 0, \ y \geq 0, \ a_n(x, y, c) \geq 0 \ \forall n \in \mathbb{N}\}.$$
The choice of the parameter $c$ is made to facilitate the use of a traditional notation of the Meixner polynomials that we are going to use in Section III.

Our problem is now to describe $S_c$. Let us make some simple remarks about it. Trivially $N \times \{0\}$ and $\{0\} \times [0, +\infty)$ are subsets of $S_c$. This implies in particular that given $x \geq 0$, if there exists $y \geq 0$ such that $(x, y) \in S_c$, then $(x, y') \in S_c$ for $y' > y$. Thus if we consider the function $f_c : [0, +\infty) \to [0, +\infty]$ defined by

$$f_c(x) = \inf \{y; (x, y) \in S_c\},$$

then the description of $S_c$ is reduced to the description of the function $f_c$ (note that it can take the value $+\infty$), since

$$S_c = \{ (x, y); x \geq 0, y \geq 0, y \geq f_c(x) \}$$

and since $S_c$ is a closed set.

It may be worth mentioning that the present paper originated in an attempt to improve the following majorization of $f_1$ by a function of period 1:

$$f_1(x) = \begin{cases} x & \text{for } k = \frac{1}{2} + \frac{1}{2}x, \\ x^k & \text{for } k = \frac{1}{2} \leq x \leq k. \end{cases}$$

They are proved respectively by writing

$$\frac{(1 + z)^x}{(1 - z)^x-k+1} = (1 + z)^{-1} \exp\{(x - k + 1) \sum_{n=0}^{\infty} \frac{2}{2n+1} z^{2n+1}\};$$

$$\frac{(1 + z)^x}{(1 - z)^{x-k}} = \frac{(1 + z)^k}{(1 - z)^{k-x}}.$$  

II. The case $0 < c < 1$

**Theorem 2.1.** For $0 < c < 1$ and $y > 0$, the Taylor expansion of

$$z \mapsto \frac{(1 + z/c)^x}{(1 - z)^y}$$

has non-negative coefficients if and only if $x$ is in the set $N$ of non-negative integers.

**Proof.** The “if” part is obvious. We offer two proofs of the “only if” part.

1) Assume that there exists $x > 0$ with $x \notin N$ such that the entire series [1.2] has positive coefficients. Trivially, its radius of convergence is $c$. Consider the positive measure on $N$:

$$\mu = \sum_{n=0}^{\infty} a_n(x, y, c)\delta_n.$$  

With the notations of the introduction, one has $\Theta(\mu) = (-\infty, \log c)$. However, the Laplace transform $L_\mu$ is

$$L_\mu(\theta) = \frac{(1 + e^{\theta}/c)^x}{(1 - e^{\theta})^y}$$

on $\Theta(\mu)$ and is analytically extendable by a positive function to the bigger interval $(-\infty, 0)$. From a well known result of [12], this is impossible and $\mu$ cannot be positive. The theorem is proved.
2) By Darboux’s method (III, Theorem 8.4) we have the asymptotic relation
\[ a_n(x, y, c) \sim (1 + \frac{1}{c})^x \left( \frac{-y}{n} \right) + (1 + c)^y \left( \frac{x}{n} \right) c^{-n}. \]
This shows that for \(0 < c < 1\) and \(y > 0\), the \(a_n\) alternate in sign for \(n\) sufficiently large, proving the theorem.

III. \textbf{The case }\( c \geq 1 \)

Here is our main result, that we state with the notations \([1.3]-[1.4]\).

**Theorem 3.1.** Assume \( c \geq 1 \). Let \( k - 1 < x < k \), where \( k \) is a positive integer. Then \((x, y)\) is in \( S_c \) if and only if \( a_{k+1}(x, y, c) \geq 0 \).

**Proof of Theorem 3.1.** As usual we consider the polynomial of degree \( k \):
\[ \binom{x}{k} = \frac{x(x-1)\cdots(x-k+1)}{k!} \]
and we write explicitely
\[ a_n(x, y, c) = \sum_{l=0}^{n} c^{-l} \binom{x}{l} (-1)^{n-l} \binom{y}{n-l}. \]
As a consequence:
\[ a_n(x, y, c) > 0 \text{ if } x > n - 1. \]
Let us now fix \( x \in (k-1, k) \). Inequality \([5.2]\) implies the nonnegativity of \( a_1, a_2, \ldots, a_k \).

The essential fact is now that the \( a_n \) satisfy the recursion:
\[ c(n+2)a_{n+2} = [x+cy+(c-1)(n+1)]a_{n+1} + [y+(n-x)]a_n \]
as follows from the differential equation
\[ c(1-z)(1+z/c) \frac{d}{dz} \frac{(1+z/c)^x}{(1-z)^y} = [x+cy-(x-y)z] \frac{(1+z/c)^x}{(1-z)^y}. \]
To finish the proof, assume that \( a_{k+1} \geq 0 \). Then using \( n = k, k+1, \ldots \) in \(3.3\) shows by induction that \( a_n \geq 0 \) for \( n > k \).

**Comments:** 1) Recall that \( N \times [0, +\infty) \subset S_c \) so there is nothing to prove if \( x \)
is an integer.

2) For fixed \( x \in (k-1, k) \), then \( y \mapsto a_{k+1}(x, y, c) \) is a polynomial. The theorem shows that its smallest non-negative root is exactly \( f_c(x) \). More precisely, from \(3.1\) one has trivially \( a_{k+1}(x, 0, c) < 0 \), the coefficient of highest degree of \( a_{k+1}(x, y, c) \) is positive, thus \( f_c(x) \) exists and is strictly positive. The set of non-negative \( y \) such that \( a_{k+1}(x, y, c) < 0 \) must be an interval, which is \([0, f_c(x)]\). Finally, \( f_c(x) \) is the only root of \( a_{k+1}(x, y, c) \) in \([0, +\infty)\). This comes from the fact that \( y \mapsto a_{k+1}(x, y, c) \) is a non decreasing function on \([f_c(x), +\infty)\). To see this, observe that \( f_c(x) \leq y \leq y' \) implies
\[ a_{k+1}(x, y', c) = \sum_{l=0}^{k+1} a_l(0, y' - y, c) a_{k+1-l}(x, y, c) \geq a_{k+1}(x, y, c) \]
since \( a_0 = 1 \) and since \( a_l(0, y' - y, c) \) and \( a_{k+1-l}(x, y, c) \) are non-negative for \( l = 0, 1, \ldots, k \).
3) For instance, to get the graph of $f_c$ on $[0, 1]$, one computes

$$2a_2(x, y, c) = y^2 + \left(1 + \frac{2x}{c}\right)y + \frac{x^2 - x}{c^2},$$

which has one positive root

$$f_c(x) = -\frac{x}{c} - \frac{1}{2} + \sqrt{\frac{x(1 + c)}{c^2} + \frac{1}{4}}.$$

Its graph is obtained by drawing in the $(x, y)$ plane the parabola defined by $a_2(x, y, c) = 0$. For higher values of $k$, it is difficult to be explicit about the values of $f_c$. A computation with MAPLE provides the following graph for $f_1$:

![Graph of $f_1$](image)

**Figure 1.**

4) This function $f_c$ is analytic in $(k - 1, k)$, since it is not difficult to prove that $\frac{\partial}{\partial y}a_{k+1}(x, y) > 0$ for $(x, y) \in (k - 1, k) \times (0, +\infty)$. Applying the implicit function theorem to the polynomial $a_{k+1}$ and to the domain $(k - 1, k) \times (0, +\infty)$ gives the result.

5) Consider the function $g_k$ defined on $[0, 1]$ by $g_k(x) = f_c(x - 1 + x)$ where $k$ is a positive integer. Since $S_c$ is a semigroup which contains $(1, 0)$, this implies that $(g_k(x))_{k \geq 1}$ is a decreasing sequence. A more detailed study can show for instance that for $c = 1$ one has

$$\max\{g_k(x); \ 0 \leq x \leq 1 \} \sim_{k \to \infty} \frac{1}{2e} \frac{1}{2^k \log k}.$$

It is not difficult to compute

$$g_k(0) = \frac{1}{1 + (ck - 1)(c + 1)^k} \quad \text{and} \quad g_k(1) = \frac{1}{1 - (c + 1)^k}.$$
Although Figure 11 suggests that \( g_k \) are concave on \([0, 1]\), this is not true. Using MAPLE one finds for \( c = 1 \) and for \( k = 5, 6, 7 \) that \( g_k''(0) > 0 \). One can even reasonably conjecture that \( g_k \) has one inflection point in \([0, 1]\) whose limit is 1 when \( k \) goes to infinity.

6) For \( q > 0 \), \((1, q)\) is in \( S_c \); let us consider the positive measure

\[
\mu = \sum_{n=0}^{\infty} a_n(1, q, c)\delta_n.
\]

Its Jorgensen set is the set of \( p > 0 \) such that \((p, pq)\) belongs to \( S_c \) and is visualized by drawing the line in the plane through the origin and the point \((1, q)\); one retains the part of the line contained in \( S_c \). If the slope of the line is small enough, one gets an explicit example of a Jorgensen set \( \Lambda \) which is neither \((0, \infty)\) nor \( \lambda N \), but is made with the union of small intervals completed by a half line. Analysing the roots \( x \) of the two equations \( a_2(x, qx, c) = 0 \) and \( a_3(x, qx, c) = 0 \), one gets the following partial description of \( \Lambda \):

If \( 1 - qc^2 \geq 0 \), then \( \Lambda = (0, +\infty) \).

If \( qc \leq q < 1/c^2 \), where \( qc \) is the smallest root of \( c^2q^2 - 2(8c^2 - 9c + 8)cq + 1 = 0 \), then

\[
\Lambda = [(1 - qc^2)/(1 + qc), +\infty).
\]

If \( q < qc \), and if \( 1 < x_- < x_+ < 2 \) are the roots of

\[
(1 + cq)^3x^2 - 3(1 + cq)(1 + cq^2)x + 2(1 + c^3q) = 0,
\]

then

\[
\Lambda = [(1 - qc^2)/(1 + qc), x_-] \cup \Lambda_1,
\]

where \( x_+ \in \Lambda_1 \subset [x_+, \infty) \).

7) To put recursion (3.3) in perspective, we note that the Meixner polynomials \( m_n(x; \beta; -c) \) satisfy

\[
\frac{(1 + z/c)^x}{(1 - z)^{x+\beta}} = \sum_{n=0}^{\infty} \frac{m_n(x; \beta; -c)}{n!} z^n.
\]

They can be expressed through the hypergeometric function

\[
m_n(x; \beta; -c) = (\beta + x)_nF(-n, -x; 1 - \beta - x; -c^{-1}) = (\beta)_nF(-n, x; \beta; 1 + c^{-1}).
\]

They are related to our \( a_n \) by \( a_n(x, y, c) = \frac{1}{n!} m_n(x; y - x; -c) \). In fact, (3.3) follows from the well-known three-term recursion

\[
em_{n+1} = [(c + 1)x + (c - 1)n + c\beta]m_n + n(n + \beta - 1)m_n-1,
\]

a special case of Gauss’ contiguous relation for the hypergeometric function (see 1).
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