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ABSTRACT. We study the operator equation $AX = Y$, where the operators $X$ and $Y$ are given and the operator $A$ is required to lie in some von Neumann algebra. We derive a necessary and sufficient condition for the existence of a solution $A$. The condition is that there must exist a constant $K$ so that, for all finite collections of operators $\{D_1, D_2, \ldots, D_n\}$ in the commutant, and all collections of vectors $\{f_1, f_2, \ldots, f_n\}$, we have $\| \sum_{j=1}^n D_j Y f_j \| \leq K \| \sum_{j=1}^n D_j X f_j \|$. We also study the equality $\|DY f\| = K \|DX f\|$, in connection with solving the equation $AX = Y$ where the operator $A$ is required to lie in some CSL algebra.

Suppose that we are given a Hilbert space $\mathcal{H}$ and a weakly closed algebra $\mathcal{A}$ of operators acting on $\mathcal{H}$. Suppose also that two operators $X$ and $Y$ are specified, not necessarily in the algebra. Under what conditions can we expect there to be a solution of the operator equation $AX = Y$, where the operator $A$ is required to lie in $\mathcal{A}$? We refer to such a question as an interpolation problem. One might expect that the answer, if it can be found, would be highly dependent upon the nature of the algebra involved; for example, one might suppose that a singly generated algebra would require a different sort of answer from a CSL algebra. In fact, there are necessary conditions (not sufficient!) which can be specified universally. First, we fix some definitions and notation. Let $\mathcal{A}$ be a weakly closed algebra of operators on $\mathcal{H}$. We refer to the collection of subspaces that are invariant under all operators in $\mathcal{A}$ as the lattice of $\mathcal{A}$, denoted Lat$\mathcal{A}$. Actually, we like to ignore the distinction between a subspace and the orthogonal projection onto that subspace; it is often convenient to think of the lattice of an algebra as consisting of projections instead of subspaces.

Dually, suppose that $\mathcal{L}$ is a lattice of projections, containing 0 and the identity operator, and closed in the strong operator topology. (We always choose the lattice operations to be defined spatially; the join of two projections is the projection onto the span of their ranges, and the meet is the projection onto the intersection.) We denote by Alg$\mathcal{L}$ the algebra of operators leaving invariant all of the projections in $\mathcal{L}$; this algebra contains the scalar multiples of the identity and is weakly closed. If an algebra $\mathcal{A}$ has the property that $\mathcal{A} = \text{Alg}(\text{Lat}\mathcal{A})$, then we say that $\mathcal{A}$ is reflexive. If a lattice $\mathcal{L}$ satisfies the equation $\mathcal{L} = \text{Lat}(\text{Alg}\mathcal{L})$, then $\mathcal{L}$ is also called reflexive. Every commutative lattice is reflexive [1].

Now, suppose that a subalgebra $\mathcal{A}$ of $B(\mathcal{H})$ is given, along with two operators $X$ and $Y$, which do not necessarily lie in the algebra, and further suppose that there is an operator $A \in \mathcal{A}$ such that $AX = Y$. Let $E$ be a projection in Lat$\mathcal{A}$. For any
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operator in the algebra, we then have \( E^\perp AE^\perp = E^\perp A \). Thus, for any vector \( f \),

\[
AXf = Yf,
\]

\[
E^\perp AXf = E^\perp Yf,
\]

\[
E^\perp AE^\perp Xf = E^\perp Yf,
\]

and, consequently, we have

\[
\sup \{ \frac{\|E^\perp Yf\|}{\|E^\perp Xf\|} : f \in \mathcal{H} \text{ and } E \in \mathcal{L} \} \leq \|A\|.
\]

For these purposes, if \( \|E^\perp Xf\| = 0 \), then so does \( \|E^\perp Yf\| \), so we can agree to ignore fractions of the form 0/0 in computing the supremum above; equivalently, we can simply define 0/0 to be 0 and these fractions will not affect the supremum. We will refer to the supremum above as \( \rho(X,Y; \mathcal{L}) \), where \( \mathcal{L} \) represents the lattice of the algebra \( A \). Thus, a necessary condition for the existence of an interpolating operator \( A \) is that

\[
(A) \quad \rho(X,Y; \mathcal{L}) < \infty.
\]

The history of interpolation problems in operator algebras goes back at least to 1969, when Lance [5] studied the Jacobson radical of nest algebras. A nest of projections is a collection of subspaces that is linearly ordered by inclusion, and the corresponding nest algebra is the collection of all operators that leave invariant all the projections in the nest. Lance found it necessary to solve the operator equation \( Ax = y \), where \( x \) and \( y \) are given vectors, and \( A \) is required to lie in some fixed nest algebra. This problem is equivalent to the version we have cited, if we take the operators \( X \) and \( Y \) to be rank-one with identical kernels and ranges \( x \) and \( y \) respectively. In Lance’s case, the necessary condition \( \rho(X,Y; \mathcal{L}) < \infty \) is also sufficient for the existence of a solution \( A \). Hopenwasser [3] extended Lance’s result to the case where the lattice of projections is commutative (a CSL) but may not be linearly ordered; in Hopenwasser’s paper, the operators \( X \) and \( Y \) are still rank-one (although the problem there is stated in terms of single vectors rather than the equivalent version using rank-one operators). In this case, the necessary condition \( (A) \) is still sufficient. In [7], two of the authors of this paper took a different direction. Instead of restricting the operators \( X \) and \( Y \) to be rank-one, we allowed \( X \) and \( Y \) to be free, but required the lattice to be a nest and the algebra to be the corresponding nest algebra. Again, we found that the necessary condition \( \rho(X,Y; \mathcal{L}) < \infty \) is sufficient for the existence of a solution to the equation \( AX = Y \). However, we also noted in [7] that this condition may not always be sufficient for other lattices, even commutative ones.

**Part I. Von Neumann Algebras**

In this paper, we begin by considering the situation for von Neumann algebras. Von Neumann algebras have many invariant subspaces (all the projections in the commutant); however, the commutant may not be abelian, so our earlier results do not apply. We always consider von Neumann algebras to be concrete; that is, we work on a fixed Hilbert space \( \mathcal{H} \), and our von Neumann algebras will be weakly closed, self-adjoint subalgebras of \( B(\mathcal{H}) \) (containing the identity operator). Let \( \mathcal{V} \) be a von Neumann algebra and observe that, since \( \mathcal{V} \) is self-adjoint, the lattice of \( \mathcal{V} \) consists exactly of those projections that commute with \( \mathcal{V} \); and, furthermore, \( \mathcal{V} \) is
the algebra of all operators which leave invariant all the projections that commute with $\mathcal{V}$. Thus, any von Neumann algebra is a reflexive algebra. The commutant of a von Neumann algebra $\mathcal{V}$ is the collection of all operators that commute with every operator in $\mathcal{V}$; the commutant is another von Neumann algebra, and the most important fact about the commutant is von Neumann’s double commutant theorem: $(\mathcal{V}')' = \mathcal{V}$. The projections in $\mathcal{V}'$ determine $\mathcal{V}'$. In the case of von Neumann algebras, it is easy to extend the necessary condition mentioned above.

Suppose that $\mathcal{V}$ is a von Neumann algebra and that $X$ and $Y$ are operators (not necessarily in $\mathcal{V}$). Suppose also that there is an operator $A \in \mathcal{V}$ such that $AX = Y$. For any $D \in \mathcal{V}'$, we have

$$DAX = DY,$$

and so

$$ADX = DY,$$

and, for any $f \in \mathcal{H}$,

$$ADXf = DYf.$$

Consequently, we have the condition

$$(VN1) \quad \sup \{ \frac{\|DYf\|}{\|DXf\|} : f \in \mathcal{H} \text{ and } D \in \mathcal{V}' \} < \infty.$$  

We can go further. If $\{D_1, D_2, \ldots, D_n\}$ are operators in $\mathcal{V}'$ and $\{f_1, f_2, \ldots, f_n\}$ are arbitrary vectors, then

$$A \sum_{j=1}^{n} D_j X f_j = \sum_{j=1}^{n} D_j AX f_j = \sum_{j=1}^{n} D_j Y f_j$$

and consequently

$$(VN) \quad \| \sum_{j=1}^{n} D_j Y f_j \| \leq \|A\| \| \sum_{j=1}^{n} D_j X f_j \|.$$  

We thus have a necessary condition for interpolation via a von Neumann algebra, which is ostensibly stronger than condition (A) mentioned earlier. Appearances do not deceive: We will show later that condition (VN) is stronger than condition (A); first, we want to point our that it is sufficient for interpolation. The following theorem is a special case of a result that was first proved by Elias Katsoulis in [4]; actually, the proof of the special case and the more general theorem are identical, except for minor modifications, so we will omit the proof here and refer the reader to [4] for the details.

**Theorem 1.** Let $\mathcal{V}$ be a von Neumann algebra in $B(\mathcal{H})$, and let $X$ and $Y$ lie in $B(\mathcal{H})$. The following are equivalent:

1. There exists an operator $A$ in $\mathcal{V}$ such that $AX = Y$.
2. There is a constant $K$ such that, for any finite collections $\{D_1, D_2, \ldots, D_n\}$ of operators in $\mathcal{V}'$ and vectors $\{f_1, f_2, \ldots, f_n\}$ in $\mathcal{H}$,

$$\| \sum_{j=1}^{n} D_j Y f_j \| \leq K \| \sum_{j=1}^{n} D_j X f_j \|.$$  

Furthermore, if condition (2) holds, then the operator mentioned in condition (1) can be chosen to have norm no larger than $K$.  
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How does this condition compare to the general necessary condition (A), namely, that $\rho(X; Y, \mathcal{L}) < \infty$? Suppose that $\rho(X; Y, \mathcal{L}) = K$; then we know that, for any invariant projection $E$, and any vector $f$, we have $\|E^\perp Yf\| \leq K\|E^\perp Xf\|$. This is equivalent to saying that $Y^*E^\perp Y \leq K^2X^*E^\perp X$. For von Neumann algebras, the lattice is complemented, so we can simply forget the “$\perp$” symbol and write $Y^*EY \leq K^2XEY$ for all projections $E \in \mathcal{V}$. Of course, if such a number $K$ exists, we can always normalize — for instance, by absorbing $K$ into $X$ — and assume that $K = 1$.

**Theorem 2.** Let $\mathcal{V}$ be a von Neumann algebra in $B(\mathcal{H})$, and let $X$ and $Y$ lie in $B(\mathcal{H})$. The following are equivalent:

1. For every projection $E$ in $\mathcal{V}'$, and every vector $f \in \mathcal{H}$, $\|E^\perp Yf\| \leq \|E^\perp Xf\|$.
2. For every operator $D \in \mathcal{V}'$, and every vector $f \in \mathcal{H}$, $\|DYf\| \leq \|DXf\|$.

**Proof.** It is clear that (2) implies (1). Suppose that (1) holds; we will work with the version $Y^*EY \leq X^*EX$. Suppose that $P$ is a positive operator in $\mathcal{V}'$; then $P$ can be written as a limit of finite sums of the form $\sum \alpha_jE_j$, where, for each $j$, $E_j$ is a projection in $\mathcal{V}'$ and $\alpha_j > 0$. Consequently, $Y^*PY \leq X^*PX$. Statement (2) now follows because it is equivalent to saying that $Y^*D^*DY \leq X^*D^*DX$, and $D^*D \in \mathcal{V}'$.

Thus, for von Neumann algebras, condition (A) and condition (VN1) are equivalent. However, these conditions involve just a single term, not a sum as would be needed for condition (VN). Unfortunately, we may not be able to infer the condition for sums from the condition for one term.

**Example.** Let $\mathcal{H}$ be three-dimensional complex space and let $\mathcal{K}$ represent $\mathcal{H} \oplus \mathcal{H}$. Then operators on $\mathcal{K}$ may be represented as $6 \times 6$ matrices, but we will choose to write them as $2 \times 2$ matrices with operator entries; the entries act on $\mathcal{H}$. Let $\mathcal{V}$ be the multiplicity-2 von Neumann algebra

$$\mathcal{V} = \{ A \oplus A : A \in B(\mathcal{H}) \}.$$ 

Operators in $\mathcal{V}$ can be written matricially as

$$\begin{bmatrix} A & 0 \\ 0 & A \end{bmatrix}$$

and operators in the commutant have the form

$$\begin{bmatrix} \alpha I & \beta I \\ \gamma I & \delta I \end{bmatrix},$$

where the Greek letters can be any complex numbers and the identity $I$ acts on $\mathcal{H}$.

In this setting, suppose that $X$ and $Y$ are given matricially by

$$X = \begin{bmatrix} X_1 & 0 \\ X_2 & 0 \end{bmatrix} \quad \text{and} \quad Y = \begin{bmatrix} Y_1 & 0 \\ Y_2 & 0 \end{bmatrix}.$$ 

The matrix inequality $\|DXf\| \geq \|DYf\|$, with $D$ in the commutant, is the same as the vector inequality

$$\left\| \begin{bmatrix} (\alpha X_1 + \beta X_2)f \\ (\gamma X_1 + \delta X_2)f \end{bmatrix} \right\| \geq \left\| \begin{bmatrix} (\alpha Y_1 + \beta Y_2)f \\ (\gamma Y_1 + \delta Y_2)f \end{bmatrix} \right\|,$$
which, since the complex numbers are arbitrary, amounts to the same as the inequality
\[ \| (\alpha X_1 + \beta X_2) f \| \geq \| (\alpha Y_1 + \beta Y_2) f \| , \]
holding for all complex numbers \( \alpha \) and \( \beta \) and all vectors \( f \in \mathcal{H} \).

Now let \( X_1 = \begin{bmatrix} 2 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 0 \end{bmatrix} \), \( X_2 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 2 & 0 \\ 2 & 0 & 0 \end{bmatrix} \), \( Y_1 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 2 & 0 \end{bmatrix} \), \( Y_2 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix} \).

If we let \( X_{\alpha\beta} \) represent the combination \( \alpha X_1 + \beta X_2 \), and \( Y_{\alpha\beta} \) similarly, then it is easy to compute that \( X_{\alpha\beta}^* X_{\alpha\beta} - Y_{\alpha\beta}^* Y_{\alpha\beta} \) is the direct sum of the zero operator on one-dimensional space and the \( 2 \times 2 \) matrix
\[ \begin{bmatrix} 3(|\alpha|^2 + |\beta|^2) & 2\alpha\beta \\ 2\alpha\beta & 3|\beta|^2 \end{bmatrix} , \]
which is easily seen to be a positive matrix. Consequently, we have that \( \| X_{\alpha\beta} f \| \geq \| Y_{\alpha\beta} f \| \) for all \( \alpha, \beta \), and \( f \in \mathcal{H} \); so \( \| DX f \| \geq \| DY f \| \) for all \( D \in \mathcal{V}' \), as desired.

On the other hand, in order to have an operator in \( \mathcal{V} \) that maps \( X_1 \) to \( Y_1 \) and \( X_2 \) to \( Y_2 \), we would need an operator \( A \) acting on \( \mathcal{H} \) so that \( AX_1 = Y_1 \) and \( AX_2 = Y_2 \). It is quite easy to check that there is simply no such matrix, even with large norm; in particular, the (3,3)-entry of such a matrix would have to satisfy the two equations \( x = 1 \) and \( 2x = 1 \).

**Question.** Can a similar counterexample be constructed, but with \( \mathcal{H} \) two-dimensional instead of three-dimensional? It would be desirable to have as simple an example as possible.

It is clear that the multiplicity of the von Neumann algebra plays an important role in this example. If there were no multiplicity involved, we would only need two operators \( A \) and \( B \) so that \( AX_1 = Y_1 \) and \( BX_2 = Y_2 \), instead of a single operator that does both jobs; that would be easy. In fact, if multiplicity is not present, we only need a single term in condition (VN).

**Theorem 3.** Suppose that \( \mathcal{V} \) is a multiplicity-free von Neumann algebra, and suppose that \( \| DX f \| \geq \| DY f \| \) for all \( D \in \mathcal{V}' \) and all \( f \in \mathcal{H} \). Then there exists an operator \( A \) in \( \mathcal{V} \) such that \( AX = Y \) and \( \| A \| \leq 1 \).

**Proof** (sketch). Use the fact that a multiplicity-free von Neumann algebra can be written as the direct integral of full matrix algebras to reduce to the case that \( \mathcal{V} = B(\mathcal{H}) \). In this case, the well-known range inclusion theorem of R. G. Douglas [2] provides the result.

Whether there is multiplicity or not, if \( X \) and \( Y \) are in the algebra themselves, life is simpler. Notice that the commutant of the von Neumann algebra doesn’t even come into the hypothesis of the next theorem.
Theorem 4. Let $\mathcal{V}$ be a von Neumann subalgebra of $B(\mathcal{H})$ and let $X$ and $Y$ lie in $\mathcal{V}$. Suppose that, for all $f \in \mathcal{H}$, we have $\|Xf\| \geq \|Yf\|$. Then there exists an operator $A \in \mathcal{V}$ such that $AX = Y$ and $\|A\| \leq 1$.

Proof. With the condition given, suppose that $D_j \in \mathcal{V}'$. Then, for any $f_j$,
\[
\| \sum D_j Xf_j \| = \| \sum X D_j f_j \|
= \|X(\sum D_j f_j)\|
\geq \|Y(\sum D_j f_j)\|
= \| \sum D_j Yf_j \|
\]
which is condition (VN). \qed

To get a better grip on how the conditions (VN) and (A) compare, we want to look at inflations of the von Neumann algebra; in other words, we need to introduce multiplicity, even if none were present at the outset.

Let $\mathcal{V}$ be a von Neumann algebra of operators acting on a Hilbert space $\mathcal{H}$ and let $\mathcal{M}_n$ represent the collection of $n \times n$ matrices, with identity operator $I_n$. We denote by $\mathcal{H}^{(n)}$ the direct sum of $n$ copies of $\mathcal{H}$: $\mathcal{H}^{(n)} = \mathcal{H} \oplus \mathcal{H} \oplus \ldots \oplus \mathcal{H}$. The direct sum of Hilbert spaces may also be thought of as $\mathcal{H} \otimes \mathbb{C}^n$, where we think of the tensor product of Hilbert spaces as consisting of vectors of the form $\sum f_j \otimes \xi_j$, where $f_j \in \mathcal{H}$ and $\xi_j \in \mathbb{C}^n$. We define
\[
\mathcal{V} \otimes I_n = \{ A \oplus A \oplus A \oplus \ldots \oplus A : A \in \mathcal{V} \}.
\]
Then it is easy to see that $\mathcal{V} \otimes I_n$ is a von Neumann algebra. What is its commutant? For $D \in B(\mathcal{H})$, and $S \in \mathcal{M}_n$, we define $(D \otimes S)(f \otimes \xi) = Df \otimes S\xi$, extended to be linear. Then $D \otimes S$ acts on $\mathcal{H} \otimes \mathbb{C}^n$, and has norm equal to $\|D\| \|S\|$. One can realize $D \otimes S$ matricially as follows. Suppose that $S = [S_{ij}]_{i,j=1\ldots,n}$. Then $D \otimes S = [S_{ij}D_{ij}]_{i,j=1\ldots,n}$, acting on $\mathcal{H}^{(n)}$. If we restrict the operator $D$ to lie in $\mathcal{V}'$, then sums of operators of the form $D_j \otimes S_j$ form the von Neumann algebra denoted by $\mathcal{V}' \otimes \mathcal{M}_n$. It is easy to check that any such operator lies in the commutant of $\mathcal{V} \otimes I_n$, and, indeed, the commutant consists of the closure of the set of sums of elementary tensors; this fact is an easy consequence of the celebrated Tomita-Takesaki commutant theorem, but it isn’t hard to give a self-contained proof in this easy case.

For simplicity, we refer to $A \oplus A \oplus \ldots \oplus A$ as $A^{(n)}$. Suppose now that $AX = Y$. Then $A^{(n)} X^{(n)} = Y^{(n)}$ and clearly $\|A^{(n)}\| = \|A\|$. Now $\mathcal{V} \otimes I_n$ is another von Neumann algebra, with commutant $\mathcal{V}' \otimes \mathcal{M}_n$, so we can invoke condition (VN1) for the equation $A^{(n)} X^{(n)} = Y^{(n)}$. For instance, if $n = 2$, we have
\[
\begin{bmatrix}
D_1 & D_2 \\
D_3 & D_4
\end{bmatrix}
\begin{bmatrix}
X & 0 \\
0 & X
\end{bmatrix}
\begin{bmatrix}
f_1 \\
f_2
\end{bmatrix}
= \begin{bmatrix}
D_1 X f_1 + D_2 X f_2 \\
D_3 X f_1 + D_4 X f_2
\end{bmatrix},
\]
where each $D_j$ is in $\mathcal{V}'$. To say that $\|DX^{(2)} f\| \geq \|DY^{(2)} f\|$ for all $D \in (\mathcal{V} \otimes I_2)'$ and all $f \in \mathcal{H} \oplus \mathcal{H}$ is equivalent, as in the example, to the single inequality
\[
\|D_1 X f_1 + D_2 X f_2\| \geq \|D_1 Y f_1 + D_2 Y f_2\|
\]
for all $D_1, D_2$ in $V'$ and all $f_1, f_2 \in H$. By extension we have

**Theorem 5.** Let $V$ be a von Neumann subalgebra of $B(H)$, and let $X, Y$ lie in $B(H)$. Let $n$ be a positive integer. The following are equivalent:

(i) For all $n$-tuples of operators $\{D_1, D_2, \ldots, D_n\}$ in $V'$ and vectors $\{f_1, f_2, \ldots, f_n\}$ in $H$, we have

$$\|\sum_{j=1}^{n} D_j X f_j \| \geq \sum_{j=1}^{n} D_j Y f_j \|.$$ 

(ii) For all $D \in (V \otimes I_n)'$, and $f \in H^{(n)}$, we have

$$\|DX^{(n)} f\| \geq \|DY^{(n)} f\|.$$ 

Consequently, we see that, if and only if condition (ii) holds for all $n$, there is an interpolating operator $A \in V$, such that $AX = Y$ and $\|A\| \leq 1$. In the example above, it is not hard to show that, even though the condition holds for $n = 1$, it fails for $n = 2$.

We would like to have a systematic way of constructing such examples. To be more specific, we adopt the following notation:

$$\sigma(X, Y; V) = \sup\{ \|DY f\| : f \in H \text{ and } D \in V' \}.$$ 

We also let $\sigma_n(X, Y; V) = \sigma(X^{(n)}, Y^{(n)}; V^{(n)})$. It is easy to see that the sequence $\{\sigma_n(X, Y; V)\}$ is non-decreasing as $n$ increases. Furthermore, if $A \in V$ and $AX = Y$, then $\|A\| \geq \sup\{ \sigma_n(X, Y; V) : n \in \mathbb{N} \}$, and, from what we have just proved, if the supremum is finite, then there exists an interpolating operator whose norm is equal to the supremum.

**Question.** For each $n$, find an example so that $\sigma_n(X, Y; V)$ is strictly less than $\sigma_{n+1}(X, Y; V)$, and so that $\sigma_{n+1}(X, Y; V) = \sup\{\sigma_k(X, Y; V) : k = 1, \ldots, \infty\}$.

**Question.** If the operators in question act on a $k$-dimensional space, is it true that $\sigma(X, Y; V) = \sup\{\sigma_n(X, Y; V) : n \in \mathbb{N} \}$. Is there a better estimate? For instance, in our example the operators act on 6-dimensional space but $\sigma_2$ tells the whole story.

**Part II. Replacing inequalities by equations**

Let $A$ be an algebra of operators, with lattice of invariant subspaces $L = \text{Lat}A$. In the preamble, we observed that, if we hope to find an operator $A \in A$ such that $AX = Y$, then the collection $\{\|E^\perp Y f\| : E \in L\}$ must be bounded (with the convention $0/0 = 0$). If it is, then we can normalize and assume that the bound is 1, so that $\|E^\perp Y f\| \leq \|E^\perp X f\|$ for all $E \in L$ and all $f \in H$; equivalently, $Y^* E^\perp Y \leq X^* E^\perp X$ for all $E \in L$. In this section we consider the much stronger condition

$$Y^* E^\perp Y = X^* E^\perp X,$$

for all $E \in L$, with $L$ commutative. In this case, we can prove a much stronger result. Furthermore, we do not need to assume anything about inflations; we get them for free.
Theorem 6. Let $\mathcal{L}$ be a commutative subspace lattice acting on the Hilbert space $\mathcal{H}$, and let $\mathcal{A} = \text{Alg}\mathcal{L}$. Let $X$ and $Y$ be any two operators in $B(\mathcal{H})$. The following are equivalent:

1. $Y^*E^\perp Y = X^*E^\perp X$, for all $E \in \mathcal{L}$.
2. There is a partial isometry $V$ in the diagonal of $\mathcal{A}$ such that $VX = Y$ and $V^*Y = X$.

In order to demonstrate this result, we will use the main theorem in the previous section. Actually, we want a refinement of that theorem.

Theorem 7. Let $\mathcal{H}$ be a Hilbert space, and let $\mathcal{V}$ be a von Neumann subalgebra of $B(\mathcal{H})$ with abelian commutant. Suppose that $X$ and $Y$ are operators on $\mathcal{H}$ and suppose that, for all projections $P \in \mathcal{V}'$, and for all $f \in \mathcal{H}$, we have $\|PXf\| = \|PYf\|$. Then there is a partial isometry $V$ in $\mathcal{V}'$ so that $VX = Y$ and $V^*Y = X$.

Proof. We hope to show eventually that, whenever $D_1, D_2, \ldots, D_n$ are operators in $\mathcal{V}'$, and $f_1, f_2, \ldots, f_n$ are vectors in $\mathcal{H}$, then $\|\sum D_iXf_i\| = \|\sum D_iYf_i\|$. First, suppose that $P_1, P_2, \ldots, P_n$ is a collection of mutually orthogonal projections in $\mathcal{V}'$. Then we have

$$\|\sum P_iXf_i\|^2 = \sum \|P_iXf_i\|^2 = \sum \|P_iYf_i\|^2 = \|\sum P_iYf_i\|^2.$$ 

Next, suppose that $P_1, P_2, \ldots, P_n$ is a collection of projections in $\mathcal{V}'$, but that the projections are not necessarily mutually orthogonal. We break up the appropriate sum in the following lengthy way:

$$\sum_{i=1}^{n} P_iXf_i = (P_1P_2 \ldots P_n)X(f_1 + f_2 + \cdots + f_n)$$
$$+ (P_1^\perp P_2 \ldots P_n)X(f_2 + \cdots + f_n)$$
$$+ (P_1^\perp P_2^\perp P_3 \ldots P_n)X(f_1 + f_3 + \cdots + f_n)$$
$$+ \cdots$$
$$+ (P_1^\perp P_2 \ldots P_{n-1}^\perp P_n)X(f_1 + \cdots + f_{n-1})$$
$$+ (P_1^\perp P_2^\perp P_3 \ldots P_n)X(f_3 + \cdots + f_n)$$
$$+ (P_1^\perp P_2^\perp P_3^\perp P_4 \ldots P_n)X(f_2 + f_4 + \cdots + f_n)$$
$$+ \cdots$$
$$+ (P_1^\perp P_2^\perp \ldots P_{n-1}^\perp P_n)Xf_n$$
$$+ \cdots$$
$$+ (P_1^\perp P_2^\perp \ldots P_n^\perp)Xf_1.$$ 

If we want to make the notation truly impenetrable, we can write it this way:

$$\sum_{i=1}^{n} P_iXf_i = \sum_{S \subseteq \{1,2,\ldots,n\}} \left( \prod_{j \in S} P_j \prod_{j \notin S} P_j^\perp \right)X(\sum_{j \in S} f_j).$$

In either case, the point is that the sum on the right-hand side is now written so that any two terms are orthogonal. Consequently, the square of the norm is
the sum of the squares of the norms of the terms on the right-hand side. On the other hand, every term has the form $PXf_i$, for some choice of projection $P \in \mathcal{V}'$ and $f \in \mathcal{H}$. (Remember that $\mathcal{V}'$ is abelian, so products of projections are just projections again.) But $\|PXf\| = \|PYf\|$. Thus, upon replacing $X$ by $Y$ in each term, we do not change the norm. Upon recombining, we get the result

$$\| \sum_{i=1}^{n} P_i Xf_i \| = \| \sum_{i=1}^{n} P_i Yf_i \|$$

Since scalar multiples $\{\lambda_i\}$ can be absorbed into the vectors if desired, we can write

$$\| \sum_{i=1}^{n} \lambda_i P_i Xf_i \| = \| \sum_{i=1}^{n} \lambda_i P_i Yf_i \|$$

Now, suppose that $D_1, D_2, \ldots, D_n$ are any operators in $\mathcal{V}'$. Since $\mathcal{V}'$ is abelian, each $D_j$ is normal and we can use the spectral theorem to write $D_j$ as a strong limit of operators of the form $\sum_{k=1}^{m} \lambda_k P_k$, where each projection $\lambda_k P_k$ lies in $\mathcal{V}'$. Therefore, the sum $\sum_{i=1}^{n} D_i Xf_i$ is a (norm) limit of sums of the form

$$\sum_{i=1}^{n} \sum_{k=1}^{m} \lambda_{ki} P_{ki} Xf_i$$

which is precisely of the form mentioned in $(\ast)$. As a result, we have the desired fact:

$$\| \sum_{i=1}^{n} D_i Xf_i \| = \| \sum_{i=1}^{n} D_i Yf_i \| .$$

We are almost finished. We proceed now as in the previous section. Define an operator $V$ as follows:

$$V : \sum_{i=1}^{n} D_i Xf_i \mapsto \sum_{i=1}^{n} D_i Yf_i .$$

It is a special case of the last equation that $AX = Y$. As before, we define $V$ to be 0 on the orthogonal complement of the subspace spanned by elements of the form $\sum_{i=1}^{n} D_i Xf_i$. It follows as before that $V$ lies in the von Neumann algebra $\mathcal{V}'$. Furthermore, it is obvious from the definition that $V$ is a partial isometry, whose initial space is the span of vectors of the form $\sum_{i=1}^{n} D_i Xf_i$; this space contains the range of $X$. Since $VX = Y$, we have $X = V^* VX = V^* Y$. The proof is complete.

**Proof of Theorem 6.** It is obvious that the existence of the partial isometry implies the equality of $\|Y^* E^\perp Y\|$ and $\|X^* E^\perp X\|$.

Now suppose that $L$ is a commutative subspace lattice, and that $Y^* E^\perp Y = X^* E^\perp X$ for all $E \in L$. Since $E = 0$ is one possibility, we have $Y^* Y = X^* X$. Now, by subtracting the equalities, we have $Y^* EY = X^* EX$ for any $E \in L$. A further subtraction now shows that $Y^* (E - F)Y = X^* (E - F)X$ whenever $E$ and $F$ lie in $L$ with $F \leq E$. Now let $V$ represent the diagonal of $\text{Alg} \mathcal{L}$, that is, $\mathcal{V} = \text{Alg} \mathcal{L} \cap (\text{Alg} \mathcal{L})^*$ and let $V_1$ be the von Neumann algebra generated by all intervals $E - F$, with $E, F \in L$. It is clear that $\mathcal{V}' = V_1$, and that $V_1$ is abelian. Furthermore, the equality above shows that $Y^* PY = X^* PX$ for all projections $P \in V_1$. The desired result now follows from Theorem 7. \[\Box\]
PART III. MULTIVARIABLE TOEPLITZ OPERATORS

We want to apply the results of the previous sections to the factorization of Toeplitz operators. We are especially interested in Toeplitz operators acting in several complex variables.

To fix notation, let $D$ be the unit disk in the complex plane, let $C$ be a Hilbert space of dimension $N$ (where $N \leq \infty$) and let $H^2_C$ represent vector-valued Hardy space—that is, functions acting on the unit disk with values in the Hilbert space $C$. We denote by $S_C$ the operator given by multiplication by $z$ acting on $H^2_C$. Of course, $S_C$ is just a unilateral shift of multiplicity $N$; we denote by $S$ the usual unilateral shift (of multiplicity 1). There are two ways to view $H^2_C$; we can picture it as the direct sum $\sum_1^N \oplus H^2(D)$ or as the tensor product $C \otimes H^2(D)$. Thus, the commutant of $S_C$ will have two natural representations. If $F \in \{S_C\}'$, then we might view $F$ as an $N \times N$ operator matrix with analytic Toeplitz operators for entries. On the other hand, we can regard $F$ as an infinite operator matrix with operator entries $F_{ij} \in B(C)$ that satisfy the usual analytic Toeplitz criteria: (1) $F_{ij} = 0$ if $j > i$; (2) $F_{ij} = F_{i+1,j+1}$ for all $i, j = 0, 1, 2, \ldots$. Taking the first viewpoint, $S_C$ itself is an $N \times N$ diagonal matrix with diagonal entries all equal to the same operator in $C$; in the second view, $S_C$ is a matrix whose entries on the first subdiagonal are all equal to $I_C$, with zeroes elsewhere. We remark that if $F$ and $F^*$ both commute with $S_C$, then we can view $F$ as either (1) an $N \times N$ operator matrix with entries that are constant multiples of $I_C$; or (2) a diagonal matrix with diagonal entries that are all equal to the same operator in $B(C)$.

Our first result is just a recasting of Theorem 6. Our main reason for working with the orthogonal complements $E^\perp_n$ and the adjoints $F^*$ and $G^*$ in the next theorem is that we prefer to view matrices as upper triangular instead of lower triangular.

**Theorem 8.** Let $F$ and $G$ lie in $\{S_C\}'$ and suppose that $FF^* = GG^*$. Then there exists a partial isometry $V$ such that $V$ and $V^*$ both lie in $\{S_C\}'$ and so that

$$VF^* = G^* \quad \text{and} \quad F^* = V^*G^*.$$  

**Proof.** We will use the second representation for $\{S_C\}'$. Let $E^\perp_n$ denote the projection of $H^2(D)$ onto $z^n H^2(D)$. Similarly, let $E^\perp = I_C \otimes E^\perp_n$. Then $E^\perp_n = S^n S^* n$ and $E^\perp = S^n C S^* n$. Since $F$ and $G$ commute with $S_E$, we have

$$FE^\perp F^* = FS^n C S^* n F^* = S^n C FF^* S^* n = S^n C G G^* S^* n G = G E^\perp G^*.$$  

We let $\mathcal{L}$ be the lattice generated by the projections $E^\perp$; since finite meets and joins of the projections in $\mathcal{L}$ can be written as sums and products of the elementary tensors $E^\perp$, we have

$$FEF^* = GEG^*$$  

for all $E$ in $\mathcal{L}$.

The algebra of the lattice $\mathcal{L}$ consists of upper triangular operator-valued matrices; the operator entries lie in $B(C)$. The algebra $\{S_C\}'$ is a subset of this algebra. By Theorem 6, there is a partial isometry $U$ in the diagonal of the algebra $Alg_{\mathcal{L}}$ such that $UF^* = G^*$ and $F^* = U^*G^*$. To show that we can choose an interpolating
operator in the commutant, let \( U = \text{diag}(U_0, U_1, \ldots) \). Then \( UF^* = G^* \) gives us that \( U_0 F^*_{ij} = G^*_{ij} \) for all \( i, j \). Consequently, the operator \( V = \text{diag}(U_0, U_0, \ldots) \) will also satisfy the requirement that \( VF^* = G^* \) and \( V^* G^* = F^* \). Since \( U \) is a partial isometry, so is \( U_0 \) and we are done. \( \square \)

For the next results, we require two lemmas. For the first of these, we need to view \( S_C \) as a diagonal \( N \times N \) matrix whose diagonal entries are all equal to the simple unilateral shift. In this case, if \( T \) is an operator in the commutant of \( S_C \), then we can write \( T \) as an \( N \times N \) operator matrix with entries that are all analytic Toeplitz operators: \( T = [T_{ij}]_{i,j=1}^N \). Each of the functions \( f_{ij} \) is an analytic function on the unit disk. Therefore, we can consider the associated matrices \( T(z) \) defined by

\[
T(z) = [f_{ij}(z)],
\]

which are all \( N \times N \) matrices with complex numerical entries.

**Lemma 9.** Let \( T \) lie in \( \{S_C\}' \) and let \( T \) be represented by the \( N \times N \) matrix \( [T_{ij}]_{i,j=1}^N \), where, for all \( i \) and \( j \), \( f_{ij} \in H^\infty(D) \). Then the norm of \( T \) is given by

\[
\|T\| = \sup_{z \in D} \|T(z)\|.
\]

**Proof.** In order to distinguish vectors in \( H^2(D) \) from those in \( H^2_D(D) \), we will use underlined letters for the latter space. Fix a function \( \underline{h} \) in \( H^2_D(D) \), which is the space on which the operator \( T \) acts. We write \( \underline{h} \) as the \( N \)-vector \( \underline{h} = [h_j]_{j=1}^N \). Then the vector \( T\underline{h} \) is an \( N \)-vector whose components are given by \( [T\underline{h}]_i = \sum_{j=1}^N f_{ij} h_j \).

Using \( \sigma \) for normalized Lebesgue measure on the unit circle, we have

\[
\|T\underline{h}\|^2_{H^2_D(D)} = \int_{\partial D} \|T(z)\underline{h}(z)\|^2 \, d\sigma \\
\leq \int_{\partial D} \|T(z)\|^2 \|\underline{h}(z)\|^2 \, d\sigma \\
\leq (\sup_{z \in D} \|T(z)\|^2) \cdot \int_{\partial D} \|\underline{h}(z)\|^2 \, d\sigma \\
\leq (\sup_{z \in D} \|T(z)\|^2) \cdot \|\underline{h}\|^2_{H^2(D)}
\]

which establishes the inequality \( \|T\| \leq \sup_{z \in D} \|T(z)\| \).

On the other hand, let \( \xi \) be a vector in the space \( C \), and let \( k_z \) be the usual reproducing kernel for \( H^2(D) \). Then, in a natural way, we can view \( k_z \xi \) as a vector in \( H^2_D(D) \). Moreover, because the reproducing kernel is an eigenvector of \( T^*_j \), it is not hard to see that \( T^* k_z \xi = k_z \cdot (T(z)^* \xi) \). We have

\[
\|T^*(k_z \xi)\| = \|[T_{ij}]^* (k_z \xi)\| \\
= \|k_z T(z)^* \xi\| \\
= \|T(z) \xi\| \|k_z\| \\
= \|T(z) \xi\|.
\]

By choosing a unit vector \( \xi \) to maximize the norm of the last line, we see that, for any \( z \), \( \|T\| \geq \|T(z)\| \), which completes the proof. \( \square \)
The next lemma refers to reproducing kernel Hilbert spaces. We assume that the set $\Omega$ is a bounded, connected open subset of $\mathbb{C}^n$. A general reference for reproducing kernel Hilbert spaces is the book by Meschkowski [6].

**Lemma 10.** Let $H(\Omega)$ be a reproducing kernel Hilbert space of analytic functions on a region $\Omega \subseteq \mathbb{C}^n$, with reproducing kernel $k_z$. Suppose that $A \in B(H(\Omega))$ and suppose also that
\[
\langle Ak_z, k_z \rangle = 0 \quad \text{for all } z \in \Omega.
\]
Then $A = 0$.

**Proof.** This result is due to Berezin. Note that the mapping
\[
z \mapsto -\frac{\langle Ak_z, k_z \rangle}{\|k_z\|^2}
\]
is the Berezin symbol for $A$. One reference for the proof is Moore-Trent [8].

**Corollary 11.** Let $\{f_j\}$ and $\{g_j\}$ be sequences of functions defined and analytic on a region $\Omega \subset \mathbb{C}$. Suppose that there is a constant $C < \infty$ so that
\[
\sum_{j=1}^{\infty} |f_j(z)|^2 \leq C^2
\]for all $z$ in some open disk $D$ contained in $\Omega$. Then there is a partial isometry $U$ in $B(\ell^2)$ so that $UF(z) = UG(z)$ for all $z \in \Omega$, where $F(z) = (f_1(z), f_2(z), \ldots)$, and likewise for $G(z)$.

**Proof.** By an argument using connectedness and the permanence of functional relations, we will assume that $\Omega = D$ is the unit disk. By Lemma 9 we have
\[
\|\sum T_{f_j}^* T_{f_j}\|^2 = \sup_{z \in D} \sum |f_j(z)|^2 \leq C^2
\]and likewise for $\|\sum T_{g_j}^* T_{g_j}\|^2$. For $z \in D$ we have
\[
\langle \left( \sum T_{f_j}^* T_{f_j} \right) k_z, k_z \rangle = \sum |f_j(z)|^2 \langle k_z, k_z \rangle
\]where $k_z$ is the reproducing kernel for $h^2(D)$. By Lemma 10, we have
\[
\sum T_{f_j}^* T_{f_j} = \sum T_{g_j}^* T_{g_j}.
\]Now define operators $F$ and $G$ on $\sum \oplus H^2$ by
\[
F_{ij} = \begin{cases} T_{f_j} & \text{if } i = 1, \\ 0 & \text{otherwise}, \end{cases}
\]and similarly for $G_{ij}$. The equation above says that $FF^* = GG^*$. Now, applying Theorem 8 we see that there is a partial isometry $V$, commuting with $S_{CN}$, so that $VF^* = G^*$ and $F^* = V^* G^*$. By the remarks preceding Theorem 8, we can think of $V$ as having the form $U \otimes I_{H^2}$, where $U$ is a partial isometry acting on $\mathbb{C}^N$. It is not hard to see that the partial isometry $U$ is the required operator.
Actually, the hypothesis in Corollary 11 can be weakened. We do not need a universal bound \( C \); the value of the sums need only be bounded on compact subsets of \( \Omega \).

Similar results hold for analytic functions on regions in \( \mathbb{C}^n \), by using Toeplitz operators acting on \( H^2(D^n) \), where \( D^n \) represents the polydisk in \( \mathbb{C}^n \). There is a new difficulty in this case, namely the verification that the equation \( FF^* = GG^* \) implies that \( FE^\perp F^* = GE^\perp G^* \) for all \( E \) in the lattice of the tensor product, \( \bigotimes_{j=1}^n T(\mathbb{N}) \), where \( T(\mathbb{N}) \) is the collection of infinite upper triangular matrices. One can handle this problem by writing each such \( E^\perp \) as a finite linear combination of products of coordinate shifts and their adjoints. We omit the details.
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