SHARP MAXIMAL ESTIMATES FOR DOUBLY OSCILLATORY INTEGRALS

BJÖRN GABRIEL WALther

(Communicated by Christopher D. Sogge)

ABSTRACT. We study doubly oscillatory integrals

\[ \int_{\mathbb{R}^n} e^{i(x\xi + y|\xi| + t|\xi|^2)} \hat{f}(\xi) \, d\xi \]

and prove a sharp maximal estimate which is an immediate consequence of a well-known conjecture in Fourier analysis on \( \mathbb{R}^n \).

1. INTRODUCTION AND STATEMENT OF MAIN RESULT

1.1. For a point \((x, t)\) in \( \mathbb{R}^n \times \mathbb{R} \) let \( u_f(x, t) \) denote the solution to the free time-dependent Schrödinger equation \( \Delta_x u = i\partial_t u \) with initial data \( f \). Throughout this paper \( f \) will denote a function in the Schwartz class \( S(\mathbb{R}^n) \). \( u_f \) is then represented by the oscillatory integral

\[ u_f(x, t) = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} e^{i(x\xi + t|\xi|^2)} \hat{f}(\xi) \, d\xi. \]  

(1.1)

Here \( \hat{f} \) denotes the Fourier transform. Consider now a modification of this expression obtained by inserting the modulating factor \( \exp(iy|\xi|) \) under the integral sign:

\[ v_f(x, y, t) = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} e^{i(x\xi + y|\xi| + t|\xi|^2)} \hat{f}(\xi) \, d\xi, \quad y \in \mathbb{R}. \]

Note that \( v_f \) is a solution to the free time-dependent Schrödinger equation \( \Delta_{(x, y)} v = 2i\partial_t v \).

Let \( B^n \) be the unit ball in \( \mathbb{R}^n \), \( n \geq 2 \). The unit ball in \( \mathbb{R} \) will be denoted by \( B \). Let \( u_f^*(x) = \sup_{t \in B} |u_f(x, t)| \) and \( v_f^*(x, y) = \sup_{t \in B} |v(x, y, t)| \). Numbers denoted by \( C \) may be different at each occurrence even within the same chain of inequalities.
For the definition of the space $H^s(\mathbb{R}^n)$ we refer to §2.3 on page 3643. In this paper we study the following statements:

**Statement A(s).** There is a number $C$ independent of $f$ such that

$$\|u_f^*\|_{L^2(B^n)} \leq C \|f\|_{H^s(\mathbb{R}^n)}.$$  

(1.2)

**Statement B(s).** There is a number $C$ independent of $f$ such that

$$\|v_f^*\|_{L^2(B^n \times B)} \leq C \|f\|_{H^s(\mathbb{R}^n)}.$$  

(1.3)

1.2. **Observation.** Statement A(s) implies statement B(s).

**Proof.** In Statement A(s) we replace $\hat{f}(\xi)$ by $\exp(iy|\xi|)\hat{f}(\xi)$ for fixed $y$. This does not change the right hand side of (1.2). Now we square that estimate, integrate with respect to $y \in B$ and take the square root to obtain (1.3).

1.3. **Theorem.** Statement B(s) holds true, if $s = 1/4$.

1.4. Theorem 1.3 is an immediate consequence of Theorem 2.5 on page 3644 whose proof can be found in section 3 starting on page 3644. That Theorem 1.3 is sharp with respect to the regularity $s$ follows from Theorem 2.7 on page 3644.

1.5. **Remark.** The very short proof of Observation 1.2 indicates that the well-known conjecture $A(1/4)$ on $u_f^*$ and the theorem $B(1/4)$ on $v_f^*$ are closely related. This is our motivation that $v_f^*$ be studied.

1.6. **Earlier results on A(s).** Statement A(s) is related to the problem of pointwise convergence to the initial data for solutions to the free time-dependent Schrödinger equation introduced in Carleson [1]. It has been studied by many authors. The conjecture that $A(1/4)$ holds true is well known. One may generalize the problem by replacing $\exp(it|\xi|^2)$ by $\exp(it|\xi|^a)$, $a > 0$, under the integral sign in (1.1).

1.6.1. **The case n = 1.** Results both for $0 < a < 1$ and $a > 1$ may be found in [19] and in the references cited in that paper. E.g., for the case $a > 1$ Sjölin [6, theorem 3 p. 700] has shown that $s \geq 1/4$ is necessary and sufficient for $A(s)$ to hold true.

1.6.2. **The case n = 2.** For the case $a > 1$ we refer to Tao, Vargas [13] for recent results. These are of the type that $A(s)$ holds true for $s = 1/2 - \varepsilon$ where $\varepsilon$ is a small positive number.

1.6.3. **The case n ≥ 3.** For $a > 1$ Sjölin [6] proved using local smoothing that $A(s)$ holds true for $s > 1/2$, $n \geq 2$. Independently Vega [14] used a weighted norm inequality discussed in Si Lei Wang [21] and [18] to conclude the result in [6].

1.6.4. Other references. The best known result in the case \(0 < a < 1, \ n \geq 2\) is \(s > a/2\) and can be found e.g. in [17, theorem 14.1 p. 215]. This general result is reminiscent of results in [11, § XI.4.1 p. 511] and in the references [3], [9] and [10] cited there.

The case \(a = 1\) corresponds to the classical wave-equation. This case is well-understood for all \(n\). See e.g. the references cited in the preceding paragraph.

That the statement \(A(s), \ s > 1/4\) for \(a > 1\) is the best possible with respect to the regularity \(s\) follows from the work of Sjölin in [6, 7] by translating one-dimensional counterexamples to higher dimension using the oscillation of Bessel functions at infinity. For radial testfunctions there are results in Prestini [4], Sjölin [7, 8] and Sichun Wang [20] and also in [19]. Weighted estimates for general dispersive equations including the case \(a > 1\) are treated in Heinig, Wang [2].

1.7. The plan of this paper. In section 2 we will give the notation used and state our theorems. The sufficiency Theorem 2.5 is proved in section 3 and the necessity Theorems 2.6 and 2.7 are proved in section 4.

2. Notation and statement of the theorems

2.1. Doubly oscillatory integrals. For \(x, \xi \in \mathbb{R}^n\) we let \(x \xi = x_1 \xi_1 + \ldots + x_n \xi_n\). For a bounded and measurable function \(m\) on \(\mathbb{R}^n \times \mathbb{R}_+\) and for a test function \(f\) in the Schwartz class \(S(\mathbb{R}^n)\) we define

\[
(U_m^a f)(x)(y,t) = \int_{\mathbb{R}^n} m(x,|\xi|) e^{i(x \xi + y|\xi| + t|\xi|^{a})} \hat{f}(\xi) d\xi.
\]

Here \(\hat{f}\) is the Fourier transform of \(f\),

\[
\hat{f}(\xi) = \int_{\mathbb{R}^n} e^{-ix \xi} f(x) dx.
\]

When \(m = 1\) we write \(U^a\) instead of \(U_1^a\).

2.2. Strong Lebesgue spaces. If \(w : E \rightarrow W\) is strongly measurable, then

\[
\|w\|_{L^p(E,W)} = \left(\int_{E} \|w[x]\|_W^p \ dx\right)^{1/p}.
\]

Here \(E\) is a subset of some \(\mathbb{R}^n\) and \(W\) is a normed space. In this paper \(W\) will in some cases in turn be a strong Lebesgue space \(L^p(I, L^\infty(J))\).

2.3. Sobolev spaces. We introduce fractional Sobolev spaces

\[
\dot{H}^s(\mathbb{R}^n) = \left\{ f \in S'(\mathbb{R}^n) : \|\xi\|^2 \|f\|_{\dot{H}^s(\mathbb{R}^n)}^2 = \int_{\mathbb{R}^n} |\xi|^{2s} \left| \hat{f}(\xi) \right|^2 d\xi < \infty \right\},
\]

\[
H^s(\mathbb{R}^n) = \left\{ f \in S'(\mathbb{R}^n) : \|f\|^2_{H^s(\mathbb{R}^n)} = \int_{\mathbb{R}^n} \left(1 + |\xi|^2\right)^s \left| \hat{f}(\xi) \right|^2 d\xi < \infty \right\}.
\]

2.4. Cases. In our theorems we will assume that

\[
(2.1) \quad (i) \quad \frac{a}{4} < s \leq \frac{1}{4}, \ s < \frac{a}{2}, \ 0 < a < 1, \quad \text{or} \quad (ii) \quad s = \frac{1}{4}, \ a > 1,
\]

and that

\[
(2.2) \quad p = p(s) = \frac{4a - 4}{4s - 2 + a}.
\]

We notice that \(p(1/4) = 4\).
2.5. Theorem. Let $p$ be as in (2.2) and let $n \geq 2$. Then there is a number $C$ independent of $f$ such that

$$\|U_nf\|_{L^2(B^n, L^p(I, L^\infty(J)))} \leq C \|f\|_{H^s(\mathbb{R}^n)}$$

where $I = J = B$ in the case (2.1)(i) and $I = J = \mathbb{R}$ in the case (2.1)(ii).

2.6. Theorem. Let $n \geq 2$. Assume that there is a number $C$ independent of $f$ such that

$$\|U^n f\|_{L^2(B^n \times B, L^\infty(B))} \leq C \|f\|_{H^s(\mathbb{R}^n)}$$

holds and that $f$ is radial. If $0 < a < 1$, then $s \geq a/4$.

2.7. Theorem. Let $n \geq 2$. Assume that there is a number $C$ independent of $f$ such that

$$\|U^n f\|_{L^1(B^n \times B, L^\infty(B))} \leq C \|f\|_{H^s(\mathbb{R}^n)}$$

holds and that $f$ is radial. If $a > 1$, then $s \geq 1/4$.

3. Proof of Sufficiency (Theorem 2.5)

Let us write $L^2(B^n, L^p(I, L^\infty(J))) = L^2(L^p(I, L^\infty(J)))$. Define

$$\left(\tilde{U}_m^a f\right)(x, t) = \int_{\mathbb{R}^n} m(x, |\xi|) e^{i(x \xi + y|\xi|)} |\xi|^{-s} f(\xi) d\xi.$$ 

Our theorem follows if we can show that there is a number $C$ independent of $f$ such that

$$\left\|\tilde{U}_m^a f\right\|_{L^2(L^p(I, L^\infty(J)))} \leq C \left\|f\right\|_{L^2(\mathbb{R}^n)}.$$ 

Let $\Sigma^{n-1}$ denote the unit sphere in $\mathbb{R}^n$. Set

$$\tilde{f}_m(x) = \tilde{f}_m(\rho)(x) = m(x, \rho) \rho^{n-1} \int_{\Sigma^{n-1}} e^{i\rho \xi} f(\rho \xi) d\sigma(\xi),$$

where the integration is performed with respect to surface measure induced by Lebesgue measure on $\mathbb{R}^n$. The pointwise formula

$$\left(\tilde{U}_m^a f\right)(x, t) = \int_0^\infty e^{i(y \rho + t \rho^2)} \rho^{-s} \tilde{f}_m(\rho) d\rho$$

follows by polar coordinates and the estimate

$$\left\|\left(\tilde{U}_m^a f\right)(x)\right\|_{L^2(L^p(I, L^\infty(J)))} \leq C \left\|\tilde{f}_m(x)\right\|_{L^2(\mathbb{R}^n)}^2$$

follows from [15] theorem B and C p. 190]. Here $C$ is independent of $f$ and $x$. Upon integrating with respect to $x$,

$$\left\|\tilde{U}_m^a f\right\|_{L^2(L^p(I, L^\infty(J)))}^2 \leq C \left\|\tilde{f}_m\right\|_{L^2(\mathbb{R}^n)}^2.$$ 

To prove (3.1) it is now sufficient to prove that

$$\left\|\tilde{f}_m\right\|_{L^2(B^n \times \mathbb{R}^+)} \leq C \left\|f\right\|_{L^2(\mathbb{R}^n)}$$
where $C$ is independent of $f$. Straightforward computations using Hörmander \cite[theorem 7.1.26 p. 173]{Ref1} in the second inequality show that

$$\left\| \hat{m} \right\|_{L^2(B^n \times \mathbb{R}^n)}^2 \leq \left\| m \right\|_{L^\infty(R^n \times \mathbb{R}^n)}^2 \int_0^\infty \left( \int_{|x| \leq \rho} \left| \int_{\Sigma^{n-1}} e^{ix\xi} f(\rho\xi) \, d\sigma(\xi) \right|^2 \, dx \right) \rho^{n-1} \, d\rho$$

$$\leq C \int_0^\infty \left( \int_{\Sigma^{n-1}} |f(\rho\xi)|^2 \, d\sigma(\xi) \right) \rho^{n-1} \, d\rho = C \left\| f \right\|_{L^2(R^n)}^2,$$

where $C$ is independent of $f$.

4. Proofs of necessity

4.1. Set $B_+ = \mathbb{R}_+ \cap B$. In this section we will use a function $f_0$ of class $C^\infty(\mathbb{R}_+)$ such that

$$f_0(\mathbb{R}_+ \setminus [1, 2]) = \{0\}, \quad f_0(\mathbb{R}_+) \subseteq \overline{B_+} \quad \text{and} \quad |\text{supp } f_0| = 1/2.$$

Using $f_0$ we will for each of the two cases $0 < a < 1$ and $a > 1$ obtain new functions $f_N$. Set $K_N = \text{supp } f_N$. We will also use a phase function

$$\Phi_N(\rho, r, y) = \Phi_N(\rho)[r, y] = (r + y)\rho + t_N(r, y) \rho^a.$$  

Here $t_N$ is a measurable function to be defined later on.

The expression

$$\Psi_N[r, y] = \left| \frac{f_N'}{\Phi_N'[r, y]} \right| \left| \frac{f_N''}{\Phi_N''[r, y]^2} \right|$$

will occur when integrating by parts. Here $\Phi_N^{(k)} = \partial^k \Phi_N$.

4.2. Proof of Theorem 2.6

For $N \geq 1$ define $f_N$ by

$$f_N(\rho) = f_0 \left( N^{a/2-1} \rho - N^{a/2} \right).$$

Then $K_N \subseteq N[1, 3]$, $|K_N| = N^{1-a/2}/2$ and there is a number $C$ independent of $N$ such that

$$\int_0^\infty (1 + \rho^2)^s |f_N(\rho)|^2 \, d\rho \leq C N^{2s+1-a/2}.$$  

Also choose

$$t_N(r, y) = \frac{(r - y)N^{1-a}}{a}.$$  

Then

$$\Phi_N'(\rho, r, y) = r + y + (r - y) N^{1-a} \rho^{a-1}$$

and

$$\Phi_N''(\rho, r, y) = (a - 1)(r - y) N^{1-a} \rho^{a-2}.$$
4.2.1. If \( \hat{f}(\xi) = f_N(|\xi|)|\xi|^{-n/2+1/2} \), then according to Stein, Weiss \[12\] theorem 3.10 p. 158

\[
|\langle U^a f \rangle(x,y,t)| = (2\pi)^{n/2} |x|^{-n/2+1} \left| \int_0^\infty e^{i(y\rho+a\rho^a)} J_{n/2-1}(|x|\rho) \rho^{1/2} f_N(\rho) \, d\rho \right|
\]

Here

\[
J_{\lambda}(r) = \frac{r^{\lambda}}{2^{\lambda} \Gamma(\lambda + 1/2) \Gamma(1/2)} \int_1^1 e^{ir\rho} (1 - \rho^2)^{-\lambda - 1/2} \, d\rho.
\]

i.e. the Bessel function of the first kind of order \( \lambda \). We shall use \(4.5\) in conjunction with the definition and asymptotics of one single Bessel function. To that end our considerations to follow are split into three parts: \textit{Remainder term estimate} §4.2.2, \textit{Cancellation term estimate} §4.2.3 and \textit{Main term estimate} §4.2.4. The feature is that by the asymptotics mentioned we recover the one-dimensional Fourier transform in the cancellation term estimate and in the main term estimate. This enables us to use integration by parts for the cancellation term estimate and an estimate in \[15\] for the main term estimate.

4.2.2. \textit{Remainder term estimate}. It follows from \(4.6\) and \[12, \text{lemma 3.11 p. 158}\] that there are numbers \(C, C_1\) and \(C_2\) independent of \(r\rho\) and \(N\) such that

\[
\int_{-1}^1 \int_0^1 \left| \int_0^\infty e^{i(y\rho+a\rho^a)} \right| \left( r^{1/2} J_{n/2-1}(|r\rho|) \rho^{1/2} - C_1 e^{-ir\rho} - C_2 e^{ir\rho} \right) f_N(\rho) \, d\rho \right|^2 \, dr \, dy \leq C \int_{-1}^1 \int_0^1 \left( \int_0^\infty \frac{1}{1 + r\rho} |f_N(\rho)| \, d\rho \right)^2 \, dr \, dy.
\]

We apply Cauchy–Schwarz inequality to the inner integral to bound the right hand side by

\[
C \int_{-1}^1 \int_0^1 \left( \int_{K_N} \frac{d\rho}{(1 + r\rho)^2} \right) \, dr \, dy \| f_N \|^2_{L^2(\mathbb{R}_+)} \leq C \int_{K_N} \left( \frac{1}{N} \int_0^1 \frac{N \, dr}{(1 + N \rho)^2} \right) \, d\rho |K_N| \leq C N^{1-n}
\]

where \(C\) is independent of \(N\). Combining \(4.7\) and \(4.8\) gives the \textit{remainder term estimate}.

4.2.3. \textit{Cancellation term estimate}. Recall the definitions of \(\Phi_N\), \(\Psi_N\) and \(t_N\) in \(4.1\), \(4.2\) and \(4.4\) respectively. Integration by parts gives

\[
\int_0^\infty e^{i[(r+y)\rho+a\rho^a]} f_N(\rho) \, d\rho \leq \| \Psi_N[r,y] \|_{L^1(\mathbb{R}_+)}.
\]

Let \(T\) be the open triangle in the \((r,y)\)-plane defined by \((1,0), (1,1)\) and \((0,1)\). To control \(\Phi_N'\) and \(\Phi_N''\) we define the trapezoid

\[
M_{\varepsilon,N} = \{(r,y) \in T : aN^{a-1}(1-\varepsilon) < r - y < aN^{a-1}\}
\]
for some $\varepsilon > 0$ to be chosen later. Then there is a number $C$ independent of $\varepsilon$ and $N$ such that
\begin{equation}
|M_{\varepsilon,N}| = C \varepsilon N^{a-1}.
\end{equation}
Also, if $(\rho, r, y) \in K_N \times M_{\varepsilon,N}$, then there is a number $C$ independent of $\rho$, $r$, $y$ and $N$ such that
\begin{equation}
\Phi_N'(\rho, r, y) \geq 1 \quad \text{and} \quad |\Phi_N''(\rho, r, y)| \leq CN^{a-2}.
\end{equation}
Hence there is a number $C$ independent of $\rho$, $r$, $y$ and $N$ such that
\begin{equation}
\Psi_N(\rho)[r, y] \leq CN^{a/2-1}, \quad (\rho, r, y) \in K_N \times M_{\varepsilon,N}.
\end{equation}
Taking $K_N$ into account we get
\begin{equation}
\|\Psi_N[r, y]\|_{L^1(\mathbb{R}^+)} \leq C
\end{equation}
where $C$ is independent of $r$, $y$ and $N$. Combining (4.10) on page 3646 with (4.11) and (4.12) gives that there is a number $C$ independent of $N$ such that
\begin{equation}
\int_0^\infty \int_{M_{\varepsilon,N}} e^{i(r+y)\rho + t_N(r, y)\rho^a} f_N(\rho) \, d\rho \, dr dy \leq C N^{\alpha-1}.
\end{equation}
This is the cancellation term estimate.

4.2.4. Main term estimate. We start by modifying $t_N$ on $B_+ \times B \setminus M_{\varepsilon,N}$ so that $t_N$ is measurable and so that $t_N(B_+ \times B) \subseteq B$. By a change of variables and by applying Taylor’s formula to the function $\eta \mapsto (1 + \eta)^a$
\begin{equation}
\int_0^\infty e^{i[-(r-y)\rho + t_N(r, y)\rho^a]} f_N(\rho) \, d\rho = N^{1-a/2} \int_{\mathbb{R}} e^{i\varphi_N(\rho, r, y)} f_0(\rho) \, d\rho,
\end{equation}
where
\begin{equation}
|\varphi_N(\rho, r, y) - \frac{a(a-1)}{2} \rho^2| \leq C\varepsilon, \quad (\rho, r, y) \in [1, 2] \times M_{\varepsilon,N}, \quad 0 < \varepsilon < 1,
\end{equation}
and $C$ is independent of $\rho$, $r$, $y$, $\varepsilon$ and $N$. See [15] §4.2, especially line 4 from above on p. 494] (where the phase function is denoted by $G$ instead of $\varphi_N$). At this stage we may choose $f_0$ so that
\begin{equation}
\int_{\mathbb{R}} e^{ia(a-1)\rho^2/2} f_0(\rho) \, d\rho \neq 0.
\end{equation}
If $\varepsilon > 0$ is small enough it follows that
\begin{equation}
\inf_{(r,y) \in M_{\varepsilon,N}} \int_{\mathbb{R}} e^{i\varphi_N(\rho, r, y)} f_0(\rho) \, d\rho > 0.
\end{equation}
Hence there is a positive number $C$ independent of $\varepsilon$ and $N$ such that
\begin{equation}
\int_{-1}^{1} \int_{0}^{1} \left| \int_{0}^{\infty} e^{i[-(r-y)\rho + t_N(r, y)\rho^a]} f_N(\rho) \, d\rho \right|^2 \, dr dy \\
\geq \int_{M_{\varepsilon,N}} \left| \int_{0}^{\infty} e^{i[-(r-y)\rho + t_N(r, y)\rho^a]} f_N(\rho) \, d\rho \right|^2 \, dr dy \\
\geq C \left( N^{1-a/2} \right)^2 |M_{\varepsilon,N}| = C \varepsilon N,
\end{equation}
where we have used (1.19) and (1.14) in the last inequality. This is the main term estimate.
4.2.5. Conclusion. If the inequality \((2.3)\) on page 3644 holds, then, by inserting an appropriate radial function and by invoking \((4.3)\) on page 3645 and \((4.5)\) on page 3646, there is a number \(C\) independent of \(N\) such that

\[
\left| \iint_{M_{\epsilon,N}} \left| \int_0^\infty e^{i(y\rho + tN(r,y)\rho^a)} r^{1/2} J_{n/2-1}(r\rho) \rho^{1/2} f_N(\rho) \, d\rho \right|^2 \, dr dy \right|^2 \leq C N^{2s+1-a/2}.
\]

It then follows from the concluding estimates in §§4.2.2 – 4.2.4 ((4.7) and (4.8) on page 3646, (4.12) and (4.15) on page 3647) that there is a number \(C\) independent of \(N\) such that

\[
N \leq C N^{2s+1-a/2}, \quad N \geq 1.
\]

This implies that \(s \geq a/4\).

4.3. Proof of Theorem 2.7. For \(N \geq 1\) define \(f_N\) by

\[
f_N(\rho) = N^{-1} f_0 \left( N^{-1} \rho - N \right).
\]

Then \(K_N \subseteq N^2 [1,3]\), \(|K_N| = N/2\) and

\[
(4.16) \quad \int_0^\infty (1 + \rho^2)^s |f_N(\rho)|^2 \, d\rho \rightarrow 0 \quad \text{as} \quad N \rightarrow \infty, \quad s < \frac{1}{4}.
\]

Also choose

\[
(4.17) \quad t_N(r, y) = \frac{r - y}{a N^{2a-2}}.
\]

Then

\[
\Phi'(\rho, r, y) = r + y + (r - y) N^{2-2a} \rho^{a-1}
\]

and

\[
\Phi''(\rho, r, y) = (a-1)(r - y) N^{2-2a} \rho^{a-2}.
\]

4.3.1. Here it is convenient to make a remark very similar to §4.2.1 on page 3646. Our considerations will therefore be split into three parts. For the third part, the main term estimate, we will use an estimate in Sjölin [6] instead of [15, § 4.2].

4.3.2. Remainder term estimate. In a way very similar to §4.2.2 it follows that there are numbers \(C, C_1\) and \(C_2\) independent of \(r\rho\) and \(N\) such that

\[
(4.18) \quad \int_{-1}^{1} \int_{-1}^{1} \left| \int_0^\infty e^{i(y\rho + tN(r,y)\rho^a)} \left( r^{1/2} J_{n/2-1}(r\rho) \rho^{1/2} - C_1 e^{-ir\rho} - C_2 e^{ir\rho} \right) \times f_N(\rho) \, d\rho \right| r^{n/2-1/2} \, dr dy \leq C N^{-2}.
\]

This is the remainder term estimate.
4.3.3. Cancellation term estimate. (Cf. § 4.2.3.) To control $\Phi_N'$ and $\Phi_N''$ we let $T$ be the open triangle in the $(r, y)$-plane defined by $(1,0)$, $(1/2,1/2)$ and $(1,1)$. If $(\rho, r, y) \in K_N \times T$, then there is a number $C$ independent of $\rho, r, y$ and $N$ such that

$$\Phi_N'(\rho, r, y) \geq 1 \quad \text{and} \quad |\Phi_N''(\rho, r, y)| \leq CN^{-2}.$$ 

Hence we get that there is a number $C$ independent of $\rho, r, y$ and $N$ such that

$$\Phi_N(\rho)[r, y] \leq CN^{-2}, \quad (\rho, r, y) \in K_N \times T,$$

from which it readily follows that

$$\int_T \left| \int_0^\infty e^{i(r+y)\rho + tN(r,y)\rho^n} f_N(\rho) \, d\rho \right| \, drdy \leq CN^{-2}$$

with $C$ independent of $N$.

4.3.4. Main term estimate. There is a number $C$ independent of $N$ such that $t_N(B_\rho \times B) \subseteq B$ for all $N \geq C$. Cf. (4.17). From the construction in Sjölin [8] pp. 712–713 it follows that

$$\liminf_{N \to \infty} \int_T \left| \int_0^\infty e^{i(-r-y)\rho + tN(r,y)\rho^n} f_N(\rho) \, d\rho \right| r^{n/2-1/2} \, drdy > 0.$$ 

4.3.5. Conclusion. Assume that the inequality (4.21) on page 3644 holds and that $s < 1/4$. By inserting an appropriate radial function and by invoking (4.15) on page 3646 and (4.19) on page 3648 we get

$$\int_T \left| \int_0^\infty e^{i(y\rho + tN(r,y)\rho^n)} r^{1/2} J_{n/2-1}(\rho) \rho^{1/2} f_N(\rho) \, d\rho \right| r^{n/2-1/2} \, drdy \to 0$$

as $N \to \infty$.

It follows from the estimates in §§ 4.3.2 – 4.3.4 ((4.18) on page 3648, (4.19), (4.20)) that the number

$$\liminf_{N \to \infty} \int_T \left| \int_0^\infty e^{i(y\rho + tN(r,y)\rho^n)} r^{1/2} J_{n/2-1}(\rho) \rho^{1/2} f_N(\rho) \, d\rho \right| r^{n/2-1/2} \, drdy$$

is positive. In comparance with (4.21) this gives a contradiction and so we must choose $s \geq 1/4$ as is stated in the theorem.
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