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Abstract. We investigate the asymptotic behavior at $+\infty$ of non-oscillatory solutions to differential equations $y' = G(t, y), t > a$, where $G: \mathbb{R}^{1+t} \to \mathbb{R}$ is definable in a polynomially bounded o-minimal structure. In particular, we show that the Pfaffian closure of a polynomially bounded o-minimal structure on the real field is leveled.

A classical topic in asymptotic analysis is the study of the behavior of solutions at $+\infty$ to equations $P(t, y(t), \ldots, y^{(n)}(t)) = 0$, where $P: \mathbb{R}^{2+n} \to \mathbb{R}$ is a nontrivial polynomial function. It was conjectured by E. Borel that the growth of such solutions should be bounded at $+\infty$ by the $(n+1)$-st compositional iterate of $e^x$. This turned out to be false—see Boshernitzan [2] for a detailed account—unless infinitely oscillating solutions are somehow ruled out. But with such assumptions, sharper estimates are obtained that rule out transexponential growth as well as certain kinds of intermediate asymptotic behavior (e.g., that of solutions to the functional equation $g \circ g = e^x$; see Rosenlicht [23, §2]). In this paper, we extend these results to (systems of) first-order ODEs defined over polynomially bounded o-minimal structures on the real field. Examples of large classes of maps that generate such structures are given by van den Dries and Speissegger [9, 10] and Rolin et al. [20].

Some of our results hold in o-minimal expansions of arbitrary ordered fields, while some appear to make sense only over the real numbers. All but one we prove by so-called standard methods (that is, without model theory). We organize the exposition as follows: First, results are stated over $\mathbb{R}$ in the form of an extended abstract, followed by proofs. Then we indicate those results that, after appropriate modification, hold in o-minimal expansions of arbitrary ordered fields.

Conventions. The reader is assumed to be familiar with the basic properties of o-minimal structures on $(\mathbb{R}, +, \cdot)$; see e.g. van den Dries and Miller [8, §§2, 4]. From now on, unless stated otherwise, “structure” abbreviates “structure on $(\mathbb{R}, +, \cdot)$”, and “definable” means “definable with parameters” in the structure under consideration.
Definition. Let \( \mathcal{R} \) be a structure and \( m \in \mathbb{N} \). A map \( \gamma : (a, \infty) \to \mathbb{R}^m \) is **non-oscillatory over** \( \mathcal{R} \) if for each definable function \( f : \mathbb{R}^{1+m} \to \mathbb{R} \) there exists \( t_f \geq a \) such that either \( f(t, \gamma(t)) = 0 \) for all \( t > t_f \) or \( f(t, \gamma(t)) \neq 0 \) for all \( t > t_f \).

**Note.** The definition implies that \( \mathcal{R} \) is o-minimal. To see this, let \( A \subseteq \mathbb{R} \) be definable. The non-oscillation condition applied to the characteristic function of \( A \times \mathbb{R}^m \) yields that \( A \) either is bounded or contains some open ray \((c, \infty)\). It follows that the boundary of every definable subset of \( \mathbb{R} \) is finite (see van den Dries et al. [7] Lemma 5.2) so \( \mathcal{R} \) is o-minimal.

**Examples.** (1) If \( \mathcal{R}' \) is an o-minimal expansion of \( \mathcal{R} \), then every map \((a, \infty) \to \mathbb{R}^m \) definable in \( \mathcal{R}' \) is non-oscillatory over \( \mathcal{R} \).

(2) The function \( e^x + \sin x \) is non-oscillatory over every polynomially bounded o-minimal structure (this is an easy consequence of cell decomposition and the definition of “polynomially bounded”). Moreover, since it is a solution on \( \mathbb{R} \) to \( y^{(4)} = y \), it is a component function of a first-order ODE defined over \((\mathbb{R}, +, \cdot)\). However, we shall see that it is not a component function of any non-oscillatory solution to any first-order ODE over any o-minimal structure (see the remarks following the proof of Lemma 1).

(3) Let \( \xi : \mathbb{R}^3 \to \mathbb{R}^2 \) be defined by

\[
(t, y_1, y_2) \mapsto \begin{cases} (-\frac{1}{t} - y_1 + y_2, -y_1 - y_2) & \text{if } t \neq 0, \\ (0, 0) & \text{if } t = 0. \end{cases}
\]

(Note that \( \xi \) may be regarded as a small (at \( t = +\infty \)) perturbation of the plane vector field \( \mathbf{\xi} = \left( -\frac{1}{t} - 1, -1 \right) \mathbf{x} \), all of whose non-trivial trajectories spiral infinitely toward the origin.) It follows from work of Cano et al. (both published [3] and ongoing) that each of the infinitely many solutions \( \gamma \) on \((0, \infty)\) to \( y' = \xi(t, y) \) is non-oscillatory over \( \mathbb{R}_{\text{an}} \), the expansion of \((\mathbb{R}, +, \cdot)\) by all restricted analytic functions. It is not known if \((\mathbb{R}, +, \cdot, \gamma)\) is o-minimal for any such \( \gamma \). This example, and others of like kind, motivated the definition of “non-oscillatory over”. See Corollary 3 and its proof for more information.

Unary (that is, \( \mathbb{R} \to \mathbb{R} \)) functions \( f \) and \( g \) are said to have the same **germ** (at \( +\infty \)) if ultimately \( f = g \). (Ultimately abbreviates “for all sufficiently large positive arguments”.) We do not distinguish notationally between a function and its germ. Let \( x \) denote the germ of the identity map on \( \mathbb{R} \), and identify the germ of an ultimately constant function with the corresponding real number.

A unary function \( f \) is **infinitely increasing** if there exists \( a \in \mathbb{R} \) such that \( f \) is strictly increasing and unbounded above on \((a, \infty)\). A germ is infinitely increasing if it is the germ of an infinitely increasing function. Let \( \mathcal{I} \) denote the set of all infinitely increasing germs.

Put \( e_0(t) = t \) and \( e_{n+1}(t) = \exp(e_n(t)) \) for \( n \in \mathbb{N} \) and \( t \in \mathbb{R} \). Similarly, put \( \ell_0(t) = t \) and \( \ell_{n+1}(t) = \log(\ell_n(t)) \) for \( n \in \mathbb{N} \) and \( t \in \mathbb{R} \). (For convenience, we set \( \log(t) = 0 \) for \( t \leq 0 \), so that each function \( \ell_n \) is defined on all of \( \mathbb{R} \).) We may also write \( \ell_{-n} \) for \( e_n \) and \( e_{-n} \) for \( \ell_n \), depending on convenience (for example, \( \ell_{j+k} = \ell_j \circ \ell_k \) for all \( j, k \in \mathbb{Z} \)).

We write \( f \sim g \) if \( g \) ultimately has no zeros and \( \lim_{t \to +\infty} [f(t)/g(t)] = 1 \).

A function (or germ) \( u \) has **level** if \( u \in \mathcal{I} \) and there are \( k, s \in \mathbb{Z} \) with \( \ell_{k+} \circ u \sim \ell_k \); we then say that \( u \) has **level** \( s \) and write \( \text{level}(u) = s \). Basic properties of level can be found in [23]. See Shackell [24] for a detailed examination (from a
somewhat different point of view) and Marker and Miller [14] for some model-theoretic considerations.

We now fix \( l \geq 1 \), \( G : \mathbb{R}^{1+l} \to \mathbb{R}^l \) and \( F = (F_1, \ldots, F_l) : \mathbb{R} \to \mathbb{R}^l \) such that ultimately \( F'(t) = G(t, F(t)) \). Let \( \mathcal{R}_G \) denote the structure \( (\mathbb{R}, +, \cdot, G) \).

Given \( h : \mathbb{R}^{1+l} \to \mathbb{R} \), \( h(x, F) \) denotes the germ of \( t \mapsto h(t, F(t)) \). Let \( \mathcal{H} \) be the set of all germs of unary functions definable in \( \mathcal{R}_G \), and \( \mathcal{H}(\langle F \rangle) \) be the set of all germs \( h(x, F) \) where \( h : \mathbb{R}^{1+l} \to \mathbb{R} \) is definable in \( \mathcal{R}_G \).

**Theorem 1.** Let \( \mathcal{R}_G \) be polynomially bounded, \( F \) be non-oscillatory over \( \mathcal{R}_G \), and \( f \in \mathcal{H}(\langle F \rangle) \). Then exactly one of the following holds:

- \( f \in \mathbb{R} \).
- \( |f| \) is infinitely increasing and has level bounded in absolute value by \( l \).
- There exists \( c \in \mathbb{R} \) such that \( 1/|f - c| \) is infinitely increasing and has level bounded in absolute value by \( l \).

**Remarks.**

- In particular, \( F_i(t) = o(e_{i+1}(t)) \) as \( t \to +\infty \), \( i = 1, \ldots, l, \)
- Bounding the absolute values of the levels by \( l \) is sharp. Consider (a) \( F_i = e_i \) for \( i = 1, \ldots, l \); (b) \( F_i = l_i \) for \( i = 1, \ldots, l \).
- The assumption that \( \mathcal{R}_G \) be polynomially bounded is necessary. (If not, by growth dichotomy [16], \( e^x \) is definable, hence so is \( e^x(x) \). Then \( e^x \in \mathcal{H} \), level\( (e^x) = 2 \), and \( e^x = G(x, e^x) \), where \( G(t, y) = e^y \).)

**Corollary 1.** Let \( n \in \mathbb{N}, f \) be a \( C^n \) germ, and \( g : \mathbb{R}^{2+n} \to \mathbb{R} \) be such that \( g^{-1}\{0\} \) has no interior and \( g(x, f, \ldots, f^{(n)}) = 0 \). If \( (\mathbb{R}, +, \cdot, g) \) is polynomially bounded and \( (f, \ldots, f^{(n)}) \) is non-oscillatory over \( (\mathbb{R}, +, \cdot, g) \), then either \( f \in \mathbb{R} \), or \( \text{level}(|f|) \leq n \), or there exists \( c \in \mathbb{R} \) such that \( \text{level}(|f - c|) \leq n \).

In polynomially bounded \( o \)-minimal structures, for each \( m \in \mathbb{N} \), the ring of all \( C^\infty \) definable functions \( \mathbb{R}^m \to \mathbb{R} \) is an integral domain [17]. Hence, in the above, if \( g \) is \( C^\infty \) and nontrivial, then the assumption that \( g^{-1}\{0\} \) have no interior is superfluous, and we have a natural generalization of the case that \( g \) is a polynomial function.

Given \( A \subseteq \mathbb{R}^l \), let \( d(p, A) \) denote the Euclidean distance of \( p \in \mathbb{R}^l \) to \( A \).

**Corollary 2.** Let \( \mathcal{R}_G \) be polynomially bounded, \( F \) be non-oscillatory over \( \mathcal{R}_G \), and \( A \subseteq \mathbb{R}^l \) be definable in \( \mathcal{R}_G \). Suppose that \( d(F(t), A) \to 0 \) as \( t \to +\infty \). Then either \( F \) ultimately lies in \( A \) or there exists \( k \in \mathbb{Z} \) such that for each \( \epsilon > 0 \)

\[
\frac{1}{\epsilon_{k+l}(1 + \epsilon)\ell_k(t)} < d(F(t), A) < \frac{1}{\epsilon_{k-l}(1 - \epsilon)\ell_k(t)} \quad \text{as} \quad t \to +\infty.
\]

**Corollary 3.** Let \( \xi \) be as in Example 3 and \( \gamma : (0, \infty) \to \mathbb{R}^2 \) be a solution on \( (0, \infty) \) to \( y'(t) = \xi(t, y(t)) \). Let \( 0 \in A \subseteq \mathbb{R}^2 \) be subanalytic with empty interior. Then there exists \( k \in \mathbb{Z} \) such that for each \( \epsilon > 0 \)

\[
\frac{1}{\epsilon_{k+2}(1 + \epsilon)\ell_k(t)} < d(\gamma(t), A) < \frac{1}{\epsilon_{k-2}(1 - \epsilon)\ell_k(t)} \quad \text{as} \quad t \to +\infty.
\]

(See e.g. Bierstone and Milman [1] for information on subanalytic geometry.)

The conclusion of Theorem [14] is sharper if \( (\mathcal{R}_G, F) \)—the expansion of \( \mathcal{R}_G \) by \( F \)—is \( o \)-minimal. Recall that the **field of exponents** of \( \mathcal{R}_G \) is the set of all \( r \in \mathbb{R} \) such that the function \( t \mapsto t^r : (0, \infty) \to \mathbb{R} \) is definable.
Theorem 2 (cf. [22]). Suppose that \( \mathcal{R}_G \) is o-minimal and \( \mathcal{R}_G \) is polynomially bounded with field of exponents \( K \). Then there exist \( d \in \{0, \ldots, l\} \) and \( 0 < u_1, \ldots, u_d \in \mathcal{H}(F) \setminus \mathcal{H} \) such that for each \( f \in \mathcal{H}(F) \setminus \{0\} \) there exist \( c \neq 0 \) and \( r_0, \ldots, r_d \in K \) with \( f \sim cx^{r_0}u_1^1 \cdots u_d^d \).

(We don’t know if the conclusion above holds if \( F \) is assumed only to be non-oscillatory over \( \mathcal{R}_G \).)

Let \( \mathcal{R} \) be a structure. The Pfaffian closure of \( \mathcal{R} \) is the smallest expansion of \( \mathcal{R} \) that is closed under taking Rolle leaves of definable \( C^1 \) 1-forms. If \( \mathcal{R} \) is o-minimal, then so is its Pfaffian closure. (See [25] for details and complete definitions.)

Theorem 3. If \( \mathcal{R} \) is polynomially bounded and o-minimal, then its Pfaffian closure is levelled.

(A structure is levelled if every infinitely increasing definable function has level.)

As of this writing, every structure known to be o-minimal is a reduct (in the sense of definability) of the Pfaffian closure of some polynomially bounded o-minimal structure. Hence, every structure presently known to be o-minimal is levelled.

Proofs

We work in the setting of Hardy fields. We assume the reader to be familiar with [21] §§1–3 and [23] §§1, 2. For the most part, we use the same notation, terminology and conventions. We also make use of \( C^1 \) cell decomposition; see [6] Chapters 3, 7.

Lemma 1. Let \( F \) be non-oscillatory over \( \mathcal{R}_G \). Then \( \mathcal{H}(F) \) is a Hardy field.

Proof. That \( \mathcal{H}(F) \) is a ring is clear. By non-oscillation, it is an integral domain. Let \( f \in \mathcal{H}(F) \); then \( f = h(x, F) \) where \( h : \mathbb{R}^{1+l} \to \mathbb{R} \) is definable in \( \mathcal{R}_G \). If \( f \neq 0 \), then \( 1/f = g(x, F) \), where \( g : \mathbb{R}^{1+l} \to \mathbb{R} \) is defined by

\[
g(t, y) = \begin{cases} 
1/h(t, y), & h(t, y) \neq 0, \\
1, & \text{otherwise}.
\end{cases}
\]

Hence, \( \mathcal{H}(F) \) is a field. It remains to be shown that \( f \) is differentiable and \( f' \in \mathcal{H}(F) \). Take a decomposition \( D \) of \( \mathbb{R}^{1+l} \) into \( C^1 \) cells definable in \( \mathcal{R}_G \) such that the restriction \( h|D \) is \( C^1 \) for each \( D \in D \). Since \( F \) is non-oscillatory over \( \mathcal{R}_G \), there exists \( D \in D \) such that ultimately \( (t, F(t)) \in D \). Put \( d = \dim D \); then there is some coordinate projection \( \pi : \mathbb{R}^{1+l} \to \mathbb{R}^d \) such that \( \pi|D \) maps \( D \) diffeomorphically onto an open cell in \( \mathbb{R}^d \). Let \( \phi \) denote the compositional inverse of \( \pi|D \). Note that \( \phi \) is definable in \( \mathcal{R}_G \), hence so is the derivative of \( h \circ \phi \). Then

\[
f' = ((h \circ \phi)' \circ \pi(x, F)) \cdot (\pi(x, F))' = ((h \circ \phi)' \circ \pi(x, F)) \cdot \pi(1, G(x, F)) \in \mathcal{H}(F).
\]

Remarks. (i) The converse of Lemma 1 holds. (ii) Consider \( f := e^x + \sin x \). As noted earlier, \( f \) is non-oscillatory over every polynomially bounded o-minimal structure. On the other hand, we have \( f - f'' = 2 \sin x \), so \( f \) does not belong to any Hardy field. Hence, \( f \) is not a component function of any non-oscillatory solution to a first-order ODE over any o-minimal structure.
Lemma 2. Let $\mathcal{R}$ be an o-minimal expansion of $(\mathbb{R}, <)$ and $f_1, \ldots, f_n: \mathbb{R} \to \mathbb{R}$ be arbitrary functions. Suppose there exist $c \in \mathbb{R}$ and a non-open cell $D \subseteq \mathbb{R}^{1+n}$ definable in $\mathcal{R}$ such that the graph of $t \mapsto (f_1(t), \ldots, f_n(t))$: $(c, \infty) \to \mathbb{R}^n$ is contained in $D$. Then there exist $k \in \{0, \ldots, n-1\}$ and $g: \mathbb{R}^{1+k} \to \mathbb{R}$ definable in $\mathcal{R}$ such that, as germs, $f_{k+1} = g(x, f_1, \ldots, f_k)$.

Proof. The projection of $D$ on the first coordinate contains $(c, \infty)$. It follows from the definition of cell that there is a maximal integer $k \in \{0, \ldots, n-1\}$ such that the projection $\pi_D$ on the first $1+k$ coordinates is an open cell. Then there is a function $g: \mathbb{R}^{1+k} \to \mathbb{R}$ definable in $\mathcal{R}$ such that the projection of $D$ on the first $1+k+1$ coordinates is equal to the graph of $g|\pi_D$.

Lemma 3. Let $F$ be non-oscillatory over $\mathcal{R}_G$ and $u_1, \ldots, u_{l+1} \in \mathcal{H}(F)$. Then there exist $k \in \{0, \ldots, l\}$ and $h: \mathbb{R}^{1+k} \to \mathbb{R}$ definable in $\mathcal{R}_G$ such that $u_{k+1} = h(x, u_1, \ldots, u_k)$.

Proof. There exist functions $h_1, \ldots, h_{l+1}: \mathbb{R}^{1+l} \to \mathbb{R}$ definable in $\mathcal{R}_G$ with $u_i = h_i(x, F)$ for $i = 1, \ldots, l+1$. Note that the map $t \mapsto (u_1(t), \ldots, u_{l+1}(t))$ is non-oscillatory over $\mathcal{R}_G$. Put $y = (y_1, \ldots, y_l)$ and let $A$ be the graph of the map $(t, y) \mapsto (h_1(t, y), \ldots, h_{l+1}(t, y))$: $\mathbb{R}^{1+l} \to \mathbb{R}^{l+1}$.

Let $B \subseteq \mathbb{R}^{1+l+1}$ be the image of $A$ under the projection $(t, y, z) \mapsto (t, z)$: $\mathbb{R}^{1+l+1} \to \mathbb{R}^{l+1}$.

Since $\dim A = l+1$, we have $\dim B \leq l+1 < l+2$. Hence, $B$ is a finite disjoint union of non-open cells definable in $\mathcal{R}_G$, and $(t, u_1(t), \ldots, u_{l+1}(t))$ is contained ultimately in one of them. Apply Lemma 2.

Recall that $u, v \in \mathcal{I}$ are comparable if there exists $N \in \mathbb{N}$ such that $u \leq v^N$ and $v \leq u^N$. Comparability is an equivalence relation on $\mathcal{I}$. The comparability class $\mathrm{Cl}(u)$ of $u \in \mathcal{I}$ is the equivalence class of $u$ modulo comparability. The rank of a Hardy field $k$ is the number of comparability classes of $k \cap \mathcal{I}$. Note that, by growth dichotomy, $\mathcal{R}_G$ is polynomially bounded if and only if $\mathcal{H}$ has rank 1.

Lemma 4. Suppose $\mathcal{R}_G$ is polynomially bounded and o-minimal. Let $h: \mathbb{R}^{1+k} \to \mathbb{R}$ be definable in $\mathcal{R}_G$ and $u_{0}, \ldots, u_{k} \in \mathcal{I}$ be such that $\mathrm{Cl}(u_{0}) < \mathrm{Cl}(u_{1}) < \cdots < \mathrm{Cl}(u_{k})$. Then $|h(u_{0}, u_{1}, \ldots, u_{k})| \leq u_{k}^{N}$ for some $N \in \mathbb{N}$.

Proof. We proceed by induction on $k \geq 0$.

The case $k = 0$ is immediate by polynomial bounds.

Let $k > 0$. By [8, C.4], there exist $N \in \mathbb{N}$ and $\rho: \mathbb{R}^{k} \to (0, \infty)$ definable in $\mathcal{R}_G$ such that $|h(a_{0}, \ldots, a_{k-1}, t)| \leq t^{N}$ for all $a_{0}, \ldots, a_{k-1} \in \mathbb{R}$ and $t > \rho(a_{0}, \ldots, a_{k-1})$. Inductively, $\rho(u_{0}, \ldots, u_{k-1}) \leq u_{k-1}^{M}$ for some $M \in \mathbb{N}$. Since $\mathrm{Cl}(u_{k-1}) < \mathrm{Cl}(u_{k})$, we have $u_{k} > \rho(u_{0}, \ldots, u_{k-1})$, so $|h(u_{0}, u_{1}, \ldots, u_{k})| \leq u_{k}^{N}$.

Remark. A stronger conclusion holds: Either $h(u_{0}, \ldots, u_{k}) = 0$, or there exist $c \in \mathbb{R} \setminus \{0\}$ and $r_{0}, \ldots, r_{k} \in K$ such that $h(u_{0}, \ldots, u_{k}) \sim c \prod_{i=0}^{k} u_{i}^{r_{i}}$, where $K$ is the field of exponents of $\mathcal{R}_G$. We do not need this stronger version here, so we leave the proof to the interested reader. (Replace $u_{0}$ by $u_{0}^{-1}$ and reduce to the case that $u_{0} = x$. Then the map $t \mapsto (u_{1}(t), \ldots, u_{k}(t))$ is non-oscillatory over $\mathcal{R}_G$. Use [15, Proposition 5.2] instead of [8, C.4].)
Proof of Theorem. Suppose that $\mathcal{R}_G$ is polynomially bounded and $F$ is non-oscillatory over $\mathcal{R}_G$. It suffices to show that every $u \in I \cap H(\mathcal{F})$ has level bounded in absolute value by $l$. By Lemma 1, $\mathcal{H}(\mathcal{F})$ is a Hardy field. We claim that it has at most $l$ comparability classes other than $\text{Cl}(x)$. Suppose otherwise; then there exist infinitely increasing $u_1, \ldots, u_{l+1} \in H(\mathcal{F}) \setminus \mathcal{H}$ such that $\text{Cl}(u_i) < \cdots < \text{Cl}(u_{l+1})$ and $\text{Cl}(u_i) \neq \text{Cl}(x)$ for all $i \in \{1, \ldots, l+1\}$. Reparametrizing by the compositional inverse of $u_1$, we may assume that $\text{Cl}(x) < \text{Cl}(u_1)$. By Lemma 3, there exist $k \in \{1, \ldots, l\}$ and $h: \mathbb{R}^{1+k} \to \mathbb{R}$ definable in $\mathcal{R}_G$ such that $u_{k+1} = h(x, u_1, \ldots, u_k)$. Apply Lemma 4 for a contradiction. Hence, $H(\mathcal{F})$ has rank at most $l+1$. Now, applying Theorem 1 yields that every $u \in I \cap H(\mathcal{F})$ has level bounded in absolute value by $l+1$. But, since $\mathcal{H}$ is a rank 1 Hardy field containing $x$, we may apply 21 Theorem 3 to improve the bound to $l$. \hfill \square

Remark. A converse to Theorem 1 holds: Drop the assumption that $\mathcal{R}_G$ be o-minimal and suppose instead that $H(\mathcal{F})$ is a finite rank Hardy field. Then $F$ is non-oscillatory over $\mathcal{R}_G$, which in turn implies that $\mathcal{R}_G$ is o-minimal (recall the remark following the definition of “non-oscillatory over”). Since $H(\mathcal{F})$ has finite rank, $\mathcal{R}_G$ is not exponential (otherwise $e_n \in \mathcal{H}$ for all $n \in \mathbb{N}$). By growth dichotomy, $\mathcal{R}_G$ is polynomially bounded.

Proof of Corollary. By Lemma 2, there exist $l \leq n$ and $h: \mathbb{R}^{1+l} \to \mathbb{R}$ definable in $(\mathbb{R}, +, \cdot, g)$ such that $f^{(l)} = (x, f, \ldots, f^{(l-1)})$. Rewrite as a system of first-order ODEs and apply Theorem 1. \hfill \square

Proof of Corollary. Since $A$ is definable in $\mathcal{R}_G$, so is $p \mapsto d(p, A): \mathbb{R}^l \to \mathbb{R}$. Then the germ $d(F, A)$ of $t \mapsto d(F(t), A)$ is an element of $H(\mathcal{F})$. By assumption, we have $\nu(d(F, A)) > 0$, so either $d(F, A) = 0$ or $1/d(F, A) \in I$. If the former, then $F$ ultimately lies in $A$, so assume the latter. By Theorem 1, there are integers $k, s$ such that $|s| \leq l$ and $\ell_{k+s}(1/d(F, A)) \sim \ell_k$. Fix $\epsilon > 0$. Then

\[
(1 - \epsilon)\ell_k < \ell_{k+s}(1/d(F, A)) < (1 + \epsilon)\ell_k
\]

and so

\[
eq k+s((1 - \epsilon)\ell_k) < 1/d(F, A) < e_{k+s}((1 + \epsilon)\ell_k).
\]

Since $|s| \leq l$, we have

\[
\frac{1}{e_{k+s}((1 - \epsilon)\ell_k(t))} < d(F(t), A) < \frac{1}{e_{k+s}((1 + \epsilon)\ell_k(t))} \quad \text{as } t \to +\infty.
\]

Proof of Corollary. We provide only a sketch. Familiarity with 4 is assumed.

First, it is routine to obtain an explicit formal solution

\[
\Gamma(T) := \left(\sum_{n=1}^{\infty} a_n T^{-n}, \sum_{n=1}^{\infty} b_n T^{-n}\right)
\]

to $Y'(T) = \xi(T, Y)$ and to see that the series are divergent. It can be shown that $\gamma$ has the asymptotic expansion $F$ as $t \to +\infty$. It follows from results in 3 that given any globally (called “finitely” in 4) subanalytic $S \subseteq \mathbb{R}^3$, either the graph of $\gamma$ lies ultimately in $S$ or is ultimately disjoint from $S$. Hence, $\gamma$ is non-oscillatory over $\mathbb{R}_{\text{an}}$. Now, every ultimately nonzero function $f: (a, \infty) \to \mathbb{R}$ definable in $\mathbb{R}_{\text{an}}$ is ultimately of the form $t^q g(t^{-1/d})$ for some $q \in \mathbb{Q}$, positive integer $d$, and analytic
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We have a function \( g: (-\epsilon, \epsilon) \to \mathbb{R} \) with \( g(0) \neq 0 \). Clearly, neither \( \gamma_1 \) nor \( \gamma_2 \) are of this form (since \( \gamma \sim \Gamma \)). Hence, no restriction of \( \gamma \) to an interval \( (a, \infty) \) is definable in \( \mathbb{R}_{an} \).

Let \( 0 \in A \subseteq \mathbb{R}^2 \) be subanalytic with no interior. By intersecting \( A \) with a sufficiently small open ball about the origin, we reduce to the case that \( A \setminus \{0\} \) is a finite union of curves, each definable in \( \mathbb{R}_{an} \). Note that \( \gamma(t) \to 0 \) as \( t \to +\infty \) and apply Corollary 2.

**Remark.** It can be shown (using the explicit computation of the coefficients of \( \Gamma \)) that \( \gamma \) is not definable in many of the known o-minimal structures. It can also be shown that no two distinct such \( \gamma \) are definable in any one o-minimal structure. (It would take us too far afield to discuss the details here.)

**Proof of Theorem 2.** (For readers familiar with o-minimal model theory.) Suppose that \( (\mathcal{R}_G, F) \) is o-minimal. Let \( \mathcal{H} \) denote the Hardy field of germs at \( +\infty \) of unary function definable in \( (\mathcal{R}_G, F) \). Regard \( (\mathcal{R}_G, F) \) as being expanded by all of its definable functions (including all constants) and a predicate for \( < \). Do the same for \( \mathcal{R}_G \). Then each of \( \mathcal{H} \), \( \mathcal{H}(\langle F \rangle) \) and \( \mathcal{H} \) can be regarded as elementary extensions of \( \mathcal{R}_G \), with \( \mathcal{H} \) equal to the definable closure of \( x \) over \( \mathcal{R}_G \), and \( \mathcal{H}(\langle F \rangle) \) equal to the definable closure of \( F_1, \ldots, F_l \) over \( \mathcal{H} \). (We leave the details to the reader; similar arguments are found in [5] and [7].) Let \( K \) be the field of exponents of \( \mathcal{R}_G \). The value group \( \nu(\mathcal{H}(\langle F \rangle)^*) \) is an ordered \( K \)-linear space, with scalar map \( (r, \nu(f)) \mapsto \nu(\langle f \rangle^*) \). By [5, Theorem C], we have \( \dim_K \nu(\mathcal{H}(\langle F \rangle)^*) \leq l + 1 \). Hence, \( \nu(\mathcal{H}(\langle F \rangle)^*) = K, \nu(x) + \sum_{i=1}^{d} K, \nu(u_i) \) for some \( d \leq l \) and \( 0 < u_1, \ldots, u_d \in \mathcal{H}(\langle F \rangle) \).

**Proof of Theorem 3.** Let \( \mathcal{H} \) be an o-minimal structure and \( f: \mathbb{R} \to \mathbb{R} \) be definable in the Pfaffian closure \( \mathcal{P}(\mathcal{H}) \) of \( \mathcal{H} \). By [13, Corollary 5.2] there exist \( a \in \mathbb{R} \), \( n \in \mathbb{N} \), a connected embedded \( C^2 \) submanifold \( M \subseteq \mathbb{R}^{2+n} \), a vector field \( \xi \) on \( M \) definable in \( \mathcal{H} \), and a cell \( D \) definable in \( \mathcal{P}(\mathcal{H}) \) of dimension 1, such that \( D \) is a trajectory of \( \xi \) and the graph of \( f\mid(a, \infty) \) is equal to the projection of \( D \) on the first two coordinates. Since \( D \) is a cell, there is a map \( F = (F_1, \ldots, F_{n+1}): (a, \infty) \to \mathbb{R}^{1+n} \), definable in \( \mathcal{P}(\mathcal{H}) \), such that \( F_1 = f\mid(a, \infty) \) and \( D = \text{graph}(F) \). Then for all \( t \in (a, \infty) \), the tangent vector to the graph of \( F \) at \( (t, F(t)) \) is tangent to \( \xi(t, F(t)) \). By reparametrizing, we may assume that the projection of the image \( \xi(M) \) on the first variable is identically equal to 1. By arguing as in the proof of [12, Proposition 4] we obtain \( n \in \mathbb{N} \), \( g: \mathbb{R}^{2+n} \to \mathbb{R} \) definable in \( \mathcal{H} \) and \( a \in \mathbb{R} \) such that \( f\mid(a, \infty) \) is \( C^{n+1} \) and \( f^{(n+1)}(t) = g(t, f(t), \ldots, f^{(n)}(t)) \) for all \( t > a \). Apply Corollary 1.

**Generalizations and extensions**

**Exponential comparability.** Germs \( u, v \in \mathcal{I} \) are exponentially comparable if there exists \( n \in \mathbb{N} \) such that \( f \leq e_n \circ g \) and \( g \leq e_n \circ f \). One defines exponential comparability classes and the exponential rank of a Hardy field in the obvious way. (See e.g. Kuhlmann and Kuhlmann [11] for more information.) An exponential analog of Lemma 1 is easily obtained. Hence, arguing as for Theorem 1 if \( \mathcal{R}_G \) is exponential and exponentially bounded (that is, has exponential rank 1) and \( F \) is non-oscillatory over \( \mathcal{R}_G \), then the exponential rank of \( \mathcal{H}(\langle F \rangle) \) is at most \( l + 1 \). But we do not yet see how to use this observation to draw conclusions about the growth rates of \( F_1, \ldots, F_l \). (Results are known in some special cases; see [19].)

There is, as yet, no analog of Theorem 2 for exponential rank.
Other o-minimal structures. The notion of o-minimality makes sense for structures on arbitrary real closed fields; see e.g. [6]. By using results from [18], one easily develops an analog of Hardy field theory for such structures. The obvious modification of Theorem 2 holds, just by replacing “polynomially bounded” with “power bounded”. (Power functions are definable homomorphisms of the positive multiplicative group of the underlying ordered field.) Then Corollaries 1 and 2 hold provided that \((R, +, \cdot, G, F)\) is o-minimal, where \(R\) is the underlying set of the real closed field under consideration and \(F, G\) are defined over \(R\). On the other hand, in the paragraph following Corollary 1, the assumption of polynomial bounds must be retained. There are power bounded o-minimal structures that are not polynomially bounded (see e.g. [18, 1.4]) and these structures define unary \(C^\infty\) functions that vanish precisely on the nonpositive elements of the field. (Take any \(\alpha\) in the field of exponents with \(\alpha > N\) and extend \(x^\alpha\) by \(t \mapsto 0\) for \(t \leq 0\).)

Although the definition of “non-oscillatory over” extends easily to any ordered structure, it is unclear as to how useful it is. For example, we don’t see how to obtain appropriate modifications of [21, Theorem 3] or [23, Theorem 1] without at least knowing that the mean value theorem holds for unary functions definable in \((R, +, \cdot, G, F)\).

The notion of Pfaffian closure does not make sense, as it stands, when not working over \(\mathbb{R}\).
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