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ABSTRACT. We introduce new differentiability properties of functions between Banach spaces and establish their relationships with graphical regularity of Lipschitzian single-valued and set-valued mappings. The proofs are based on advanced tools of nonsmooth variational analysis including new results on coderivative scalarization and normal cone calculus.

1. Introduction

Lipschitzian properties of single-valued and set-valued mappings play a crucial role in many aspects of nonsmooth variational analysis; see [10]. It follows from the results of Rockafellar [9] that for every function $f: \mathbb{R}^n \to \mathbb{R}^m$ locally Lipschitzian around $\bar{x}$ Clarke's tangent cone to the graph of $f$ at $(\bar{x}, f(\bar{x}))$ is a linear subspace of dimension $d \leq n$ in $\mathbb{R}^n \times \mathbb{R}^m$, where $d = n$ if and only if $f$ is strictly differentiable at $\bar{x}$. This implies that nonsmooth Lipschitzian mappings cannot exhibit graphical regularity, i.e., Clarke’s tangent cone to their graphs never agrees with Bouligand’s contingent cone at reference points.

The primary goal of this paper is to establish dual counterparts of these and related results for mappings between infinite-dimensional spaces; see Section 4. We show, in particular, that the subspace property holds for Clarke’s normal cone to graphs of compactly Lipschitzian mappings (in the sense of Thibault) and obtain other results in this direction. To establish differential characterizations of graphical regularity in infinite dimensions, we introduce and study new notions of “weak $\beta$-differentiability” and “weak strict $\beta$-differentiability” (with respect to any given bornology $\beta$) that may be weaker than even Gâteaux differentiability for some Lipschitzian mappings $f: \mathbb{R} \to \ell^2$; see Section 2. We also extend these results to the case of sets and set-valued mappings whose graphs are generated by graphs of single-valued Lipschitzian mappings via smooth transformations with surjective derivatives; see Section 5.

Our main tools relate to the analysis of nonconvex limiting normal cones to sets and the corresponding coderivatives of mappings. We consider these objects...
in Section 3 using arbitrary linear topologies on dual spaces that lie between the weak-star and norm topologies. This way allows us to unify some known facts and to obtain new ones, particularly on coderivative scalarization, important for establishing the main results of the paper.

Throughout the paper we use standard notation. Unless otherwise stated, all the spaces under consideration are Banach, and their norms are denoted by \( \| \cdot \| \).

Given a space \( X \), \( B_X \) stands for its closed unit ball.

2. Differentiability

Recall that a bornology \( \beta \) on \( X \) is a family of bounded and centrally symmetric subsets of \( X \) whose union is \( X \), which is closed under multiplication by positive numbers and such that the union of any two members of \( \beta \) is contained in some member of \( \beta \). We identify three particular bornologies: the Gâteaux bornology, \( \beta = G \), consisting of all finite symmetric sets (the weakest one); the Hadamard bornology, \( \beta = H \), consisting of all symmetric sets compact in the norm topology; and the Fréchet bornology, \( \beta = F \), consisting of all bounded symmetric sets (the strongest one).

Every bornology generates a certain concept of differentiability. A mapping \( f : X \to Y \) is strictly \( \beta \)-differentiable at \( \bar{x} \) if there is a bounded linear operator \( A := \nabla_{s\beta} f(\bar{x}) : X \to Y \) such that

\[
\lim_{x \to \bar{x}, t \downarrow 0} \| [f(x + tv) - f(x)]/t - Av \| = 0 \quad \text{for all } v \in X,
\]

where the convergence is uniform with respect to \( v \) in each set of \( \beta \). When \( x = \bar{x} \) in (1), \( f \) is said to be \( \beta \)-differentiable at \( \bar{x} \) with \( \beta \)-derivative \( A := \nabla_{\beta} f(\bar{x}) \).

Now let us introduce “weak” counterparts of these notions and show that they may be of independent interest. Given \( y^* \in Y^* \), we define a real-valued function \( \langle y^*, f \rangle : X \to \mathbb{R} \) by \( \langle y^*, f \rangle(x) := \langle y^*, f(x) \rangle \) for all \( x \in X \).

**Definition 2.1.** (i) A mapping \( f : X \to Y \) is weakly strictly \( \beta \)-differentiable (abbreviated by \( ws\beta \)-differentiable) at \( \bar{x} \) if the scalarized function \( \langle y^*, f \rangle \) is strictly \( \beta \)-differentiable at \( \bar{x} \) for all \( y^* \in Y^* \). We say that \( f \) admits a \( ws\beta \)-derivative at \( \bar{x} \) if there is a bounded linear operator \( A := \nabla_{ws\beta} f(\bar{x}) : X \to Y \) such that

\[
\lim_{x \to \bar{x}, t \downarrow 0} \langle y^*, [f(x + tv) - f(x)]/t - Av \rangle = 0 \quad \text{for all } v \in X, \ y^* \in Y^*,
\]

where the convergence is uniform with respect to \( v \) in each set of \( \beta \).

(ii) \( f \) is weakly \( \beta \)-differentiable (abbreviated by \( w\beta \)-differentiable) at \( \bar{x} \) if \( \langle y^*, f \rangle \) is \( \beta \)-differentiable at \( \bar{x} \) for all \( y^* \in Y^* \). If (2) holds with \( x = \bar{x} \), the operator \( A := \nabla_{w\beta} f(\bar{x}) \) is called the \( w\beta \)-derivative of \( f \) at \( \bar{x} \).

The terminology comes from the fact that the weak convergence on \( Y \) is used in (2) instead of the norm one used in (1). Observe that the \( ws\beta \)-derivatives and the \( w\beta \)-derivatives are unique when they exist, and that the corresponding notions in (1) and Definition 2.1 agree if \( \dim Y < \infty \). The following example shows that it is no longer the case if \( \dim Y = \infty \): a Lipschitzian mapping may be weakly strictly differentiable with respect to the strongest Fréchet bornology but not even Gâteaux differentiable!

**Example 2.2.** There is a Lipschitz continuous mapping \( f : \mathbb{R} \to \ell^2 \) which is \( wsF \)-differentiable at \( \bar{x} = 0 \) but not \( G \)-differentiable at this point.
Let $\psi: \mathbb{R} \to \mathbb{R}$ be a $C^\infty$-smooth function such that $\psi \neq \text{const}$, supp$(\psi) \subset (0,1)$, and both $\psi$ and $\nabla \psi$ are bounded by some $M > 0$. Consider a complete orthonormal basis $\{e_1, e_2, \ldots\}$ in the Hilbert space $\ell^2$ and define $f(x) :=\sum_{k=1}^{\infty} \psi_k(x)e_k$ with $\psi_k(x) := 2^{-k}\psi(2^k(x - 2^{-k}))$ for all $x \in \mathbb{R}$. For each $k, j \in \mathbb{N}$ with $k \neq j$ we have supp$(\psi_k) \cap \text{supp}(\psi_j) = \emptyset$. Therefore for any $x \in \mathbb{R}$, $\psi_k(x) \neq 0$ for at most one $k \in \mathbb{N}$. This implies the Lipschitz continuity of $f$ on $\mathbb{R}$. Define $g(x) := \langle y^*, f(x) \rangle = \sum_{k=1}^{\infty} y_k \psi_k(x)$ for $y^* \in \ell^2$, where $y_k \in \mathbb{R}$ are uniquely determined by the representation $y^* = \sum y_k e_k$. Then

$$|g(x_1) - g(x_2)| = |y_{k_1} \psi_{k_1}(x_1) - y_{k_2} \psi_{k_2}(x_2)| \leq (|y_{k_1}| + |y_{k_2}|) M |x_1 - x_2|,$$

where $k_i \geq \log_2 \eta^{-1}$ if $|x_i| < \eta$, $i = 1, 2$. This yields $g(x_1) - g(x_2) = o(|x_1 - x_2|)$ as $x_1, x_2 \to 0$, which proves the $wsF$-differentiability of $f$ at $\bar{x} = 0$. If we assume that $f$ is $G$-differentiable at this point, then clearly $\nabla Gf(0) = 0$. Since $\psi \neq \text{const}$, we find $x_0 \in (0,1)$ with $\psi(x_0) \neq 0$ and put $x_k := 2^{-k}x_0 + 2^{-k}$. Then $x_k \to 0$ as $k \to \infty$ and $\|f(x_k) - f(0)\|/x_k = \|\psi_k(x_k)e_k\|/x_k = |\psi(x_0)|/(x_0 + 1)$ for all $k \in \mathbb{N}$, which contradicts the $G$-differentiability of $f$ at $\bar{x} = 0$. 

Although the differentiability properties introduced may be weaker than the classical notions in [1], they still imply Lipschitzian behavior in the case of Hadamard and stronger bornologies. We say that $f$ is Lipschitz continuous at $\bar{x}$ if there are $L > 0$ and a neighborhood $U$ of $\bar{x}$ such that $\|f(x) - f(\bar{x})\| \leq L\|x - \bar{x}\|$ for all $x \in U$.

**Proposition 2.3.** The following hold for $\beta \geq H$:

(i) If $f$ is $w\beta$-differentiable at $\bar{x}$, then it is Lipschitz continuous at $\bar{x}$.

(ii) If $f$ is $ws\beta$-differentiable at $\bar{x}$, then it is Lipschitz continuous around $\bar{x}$.

**Proof.** It is sufficient to justify (i) for $\beta = H$: the proof of (ii) is similar (cf. also the proof of [1] Prop. 2.2.1)). Assume that $f$ is not Lipschitz at $\bar{x}$. Then for each $k \in \mathbb{N}$ there is $x_k$ such that $\|x_k - \bar{x}\| \leq k^{-1}$ and $\|f(x_k) - f(\bar{x})\| \geq k$. Putting $t_k := \sqrt{k}\|x_k - \bar{x}\|$ and $v_k := (x_k - \bar{x})/t_k$, one has $t_k \downarrow 0$, $\|v_k\| = 1/\sqrt{k}$, and $x_k = \bar{x} + t_k v_k$. Now consider a compact set $V := \{v_k \mid k \in \mathbb{N}\} \cup \{0\}$ and employ the $wH$-differentiability property of $f$ at $\bar{x}$. For any $y^* \in Y^*$, $\varepsilon > 0$, and large $k$ we have

$$\|\langle y^*, f(\bar{x} + tv) - f(\bar{x}) \rangle /t_k \| \leq \|\nabla H(\langle y^*, f(\bar{x}) \rangle v) \| \leq \varepsilon$$

whenever $v \in V$. This implies

$$\|\langle y^*, f(\bar{x} + t_k v_k) - f(\bar{x}) \rangle /t_k \| \leq \|\nabla H(\langle y^*, f(\bar{x}) \rangle v) \| \cdot \|v_k\| + \varepsilon.$$ 

Therefore, the sequence $\{\langle f(\bar{x} + t_k v_k) - f(\bar{x}) \rangle /t_k \}$ weakly converges to $0$ and hence is bounded. On the other hand, $\|f(\bar{x} + t_k v_k) - f(\bar{x})\|/t_k \geq \sqrt{k} \to \infty$ as $k \to \infty$, which is a contradiction. 

Note that the $w\beta$-differentiability ($ws\beta$-differentiability) of $f$ at $\bar{x}$ does not automatically imply the existence of the $w\beta$-derivative (resp. $ws\beta$-derivative) in Definition 2.1 However, we can always define the corresponding linear coderivative operator from $Y^*$ into $X^*$ by

$$(3) \quad \nabla^*_\beta f(\bar{x}) y^* := \nabla \beta \langle y^*, f(\bar{x}) \rangle (\text{resp. } \nabla^*_s\beta f(\bar{x}) y^* := \nabla s\beta \langle y^*, f(\bar{x}) \rangle).$$

It follows from the definitions that the operators in (3) are bounded for any $\beta$ if $f$ is Lipschitz continuous at $\bar{x}$, in particular, for the case of $\beta \geq H$ due to Proposition 2.3(i). Using these coderivatives, we obtain conditions ensuring the existence of the corresponding derivatives in Definition 2.1.
Proposition 2.4. Let \( f : X \to Y \) be \( w\beta\)-differentiable (resp. \( ws\beta\)-differentiable) at \( \bar{x} \). Then it admits a \( w\beta\)-derivative (resp. \( ws\beta\)-derivative) at this point if one of the following conditions holds:

(a) \( Y \) is reflexive and \( f \) is Lipschitz continuous at \( \bar{x} \) (in particular, if \( \beta \geq H \)).

(b) \( f \) is directionally differentiable at \( \bar{x} \) with respect to the weak topology on \( Y \).

Proof. Let us prove (a) for the \( w\beta\)-case; the \( ws\beta\)-case is similar. Consider the adjoint coderivative operator \( \nabla \!_{w\beta} f(\bar{x})^* : X^{**} \to Y^{**} = Y \) and define \( A := \nabla \!_{w\beta} f(\bar{x})^* |_X \) taking into account that \( X \subset X^{**} \). Then \( A : X \to Y \) is a bounded linear operator, and we can directly check that \( A \) satisfies (3) with \( x = \bar{x} \). The proof of (b) follows from the definitions. \( \square \)

3. Graphical coderivatives and scalarization

In contrast to Section 2, this section is devoted to constructions and results of generalized differentiation that are also needed for establishing the main results in Section 4.

Given \( \Omega \subset X \) and \( \varepsilon \geq 0 \), we define the set of \( \varepsilon \)-normals to \( \Omega \) at \( \bar{x} \in \Omega \) by

\[
\tilde{N}_\varepsilon(\bar{x}; \Omega) := \left\{ x^* \in X^* : \limsup_{x \in \Omega; \bar{x}} \frac{(x^*, x - \bar{x})}{\|x - \bar{x}\|} \leq \varepsilon \right\},
\]

where \( x \to \Omega \) means that \( x \to \bar{x} \) with \( x \in \Omega \). The set \( \tilde{N}(\bar{x}; \Omega) := \tilde{N}_0(\bar{x}; \Omega) \) is a cone called the Fréchet normal cone to \( \Omega \) at \( \bar{x} \).

Let \( \tau = \tau_{X^*} \) be an arbitrary topology on the dual space \( X^* \) that is compatible with the linear structure and satisfies \( w^* \leq \tau \leq \tau_{\|\|} \), i.e., it is weaker than or equal to the norm topology \( \tau_{\|\|} \) on \( X^* \) and is stronger than or equal to the weak-star topology \( w^* \) on \( X^* \). Besides \( \tau = w^* \) and \( \tau = \tau_{\|\|} \), a valuable choice of such a topology is the weak topology on \( X^* \). The usage of \( \tau \) in what follows allows us, first of all, to unify various results for these three major cases. Note that the most interesting results obtained below involve either the weak* topology or the norm topology on one of the spaces in Cartesian products.

Given a topology \( \tau \) on \( X^* \), we define the \( \tau \)-limiting normal cone to \( \Omega \subset X \) at \( \bar{x} \in \Omega \) by

\[
N_\tau(\bar{x}; \Omega) := \left\{ x^* \in X^* : \exists x_k \downarrow 0, x_k \to \bar{x}, x_k \rightharpoonup \tau x^* \text{ with } x_k^* \in \tilde{N}_{\varepsilon_k}(x_k; \Omega) \right\}.
\]

The corresponding \( \varepsilon \)-subdifferential and \( \tau \)-limiting subdifferential of an extended-real-valued function \( \varphi : X \to (-\infty, \infty] \) at \( \bar{x} \in \mathrm{dom} \varphi \) are defined by

\[
\partial_\varepsilon \varphi(\bar{x}) := \left\{ x^* \in X^* : \liminf_{x \to \bar{x}} \varphi(x) - \varphi(\bar{x}) - \langle x^*, x - \bar{x} \rangle \geq -\varepsilon \right\}
\]

\[
\partial_\tau \varphi(\bar{x}) := \left\{ x^* \in X^* : \exists x_k \downarrow 0, x_k \to \bar{x}, \varphi(x_k) \to \varphi(\bar{x}), \right. \]

\[
\left. x_k^* \rightharpoonup \tau x^* \text{ with } x_k^* \in \partial_\varepsilon \varphi(x_k) \right\}.
\]

Clearly, the stronger \( \tau \) is, the smaller \( N_\tau(\bar{x}; \Omega) \) and \( \partial_\tau \varphi(\bar{x}) \) are. For \( \tau = w^* \) the normal cone and subdifferential reduce to the basic normal cone and subdifferential studied in [7] and are denoted by \( N \) and \( \partial \) in what follows. Similar to [7] Theorem 2.9, one can equivalently put \( \varepsilon_k = 0 \) in (4) and (5) if \( \Omega \) is locally closed around \( \bar{x} \).
φ is lower semicontinuous around \( \bar{x} \), and the space \( X \) is Asplund, i.e., every convex continuous function on \( X \) is generically Fréchet differentiable.

Given a set-valued mapping \( S : X \rightrightarrows Y \) and a topology \( \tau = \tau_X \times \tau_Y \) on \( X^* \times Y^* \), we define the \( \tau \)-limiting coderivative \( D^\tau_\tau S(\bar{x}, \bar{y}) : Y^* \rightrightarrows X^* \) of \( S \) at \( (\bar{x}, \bar{y}) \in \text{gph} \ S \) by

\[
D^\tau_\tau S(\bar{x}, \bar{y})(y^*) := \{ x^* \in X^* | (x^*, -y^*) \in N_\tau((\bar{x}, \bar{y}); \text{gph} \ S) \},
\]

where \( \bar{y} \) is omitted if the mapping is single-valued at \( \bar{x} \). Note that the topologies \( \tau_X \) and \( \tau_Y \) are of generally different types. In the cases of \( \tau = w^* \times w^* \) and \( \tau = w^* \times \tau_{|| \cdot ||} \) the coderivative (6) is known as the “normal coderivative” and “mixed coderivative”, respectively; see [6] for more details.

Let us establish relationships between \( \tau \)-coderivatives (6) of \( f : X \to Y \) and the corresponding subdifferentials (5) of its scalarization \( (y^*, f) \). We need the following condition.

**Definition 3.1.** Given \( f : X \to Y \) and a topology \( \tau = \tau_Y \) on \( Y^* \), we say that \( f \) satisfies the \( \tau \)-convergence condition at \( \bar{x} \) if for every \( h \in X \) and every sequence \( x_k \to \bar{x} \), \( t_k \downarrow 0 \), \( y^*_k \rightharpoonup 0 \) one has \( \langle y^*_k, [f(x_k + t_kh) - f(x_k)]/t_k \rangle \to 0 \) as \( k \to \infty \).

The \( \tau \)-convergence condition clearly holds if \( \tau = \tau_{|| \cdot ||} \) on \( Y^* \) (in particular, when \( \dim Y < \infty \)) and \( f \) is Lipschitzian around \( \bar{x} \). For \( \tau = w^* \) it is always implied by the strict Lipschitzian property of \( f \) around \( \bar{x} \) in the sense of [7], i.e., if \( f \) is Lipschitzian around \( \bar{x} \) and the sequence \( \{ [f(x_k + t_kh) - f(x_k)]/t_k \} \) admits a norm convergent subsequence as \( x_k \to \bar{x} \), \( t_k \downarrow 0 \), and \( h \in X \). It is proved by Thibault [12, Theorem 2.3] that the latter property is actually equivalent to the basic version of his original concept of compactly Lipschitzian mappings [11]. Let us show that the \( w^* \)-convergence condition is equivalent to the strict Lipschitzian property under an additional assumption on \( Y \).

**Proposition 3.2.** Let \( f : X \to Y \), where \( \mathbb{B}_Y \) is \( w^* \)-sequentially compact. Then \( f \) satisfies the \( w^* \)-convergence condition at \( \bar{x} \) if and only if the above sequence \( y_k := \{ [f(x_k + t_kh) - f(x_k)]/t_k \} \) admits a norm convergent subsequence for any \( h \in X \), \( x_k \to \bar{x} \), and \( t_k \downarrow 0 \) as \( k \to \infty \).

**Proof.** We need to justify the “only if” part. It follows from the \( w^* \)-convergence condition that \( \{y_k\} \) is bounded. Let us show that \( \{y_k\} \) is actually totally bounded, which is equivalent to its sequential compactness; see [2] p. 22. Assuming the contrary, we find \( r > 0 \) such that \( \{y_k\} \not\subset Z + r\mathbb{B}_Y \) for any finite-dimensional subspace \( Z \subset Y \). This allows us to construct a subsequence \( \{z_n\} \) of \( \{y_k\} \) with \( z_{n+1} \not\in \text{span}\{z_1, \ldots, z_n\} + r\mathbb{B}_Y \) for all \( n \in \mathbb{N} \). Then we can choose \( y^*_n \in \mathbb{B}_Y \) such that \( \text{span}\{z_1, \ldots, z_n\} \subset \ker(y^*_n) \) and \( \langle y^*_n, z_{n+1} \rangle \geq r \) for all \( n \in \mathbb{N} \). By the assumption, \( \{y^*_n\} \) contains a subsequence \( \{y^*_{m_n}\} \) that \( w^* \)-converges to some \( y^* \in Y^* \). We have \( \langle y^*, z_n \rangle = 0 \) for all \( n \in \mathbb{N} \) by the construction. Hence \( \langle y^*_{m_n} - y^*, z_{n+1} \rangle \geq r > 0 \) for all \( m \in \mathbb{N} \), which contradicts the \( w^* \)-convergence condition.

**Theorem 3.3.** Let \( f : X \to Y \) with \( \tau = \tau_X \times \tau_Y \) on \( X^* \times Y^* \). The following hold for all \( y^* \in Y^* \):

(i) If \( f \) is continuous around \( \bar{x} \), then \( \partial_{\tau_X} \langle y^*, f \rangle(\bar{x}) \subset D^\tau_\tau f(\bar{x})(y^*) \).

(ii) If \( f \) is Lipschitz continuous around \( \bar{x} \) and \( \tau = \tau_X \times \tau_{|| \cdot ||} \), then \( D^\tau_\tau f(\bar{x})(y^*) = \partial_{\tau_X} \langle y^*, f \rangle(\bar{x}) \).
\[(\text{iii}) \text{ Let } X \text{ be Asplund, let } \tau = w^* \times \tau_{Y^*}, \text{ and let } f \text{ be Lipschitz continuous around } \bar{x} \text{ and satisfy the } \tau_{Y^*}\text{-convergence condition at } \bar{x}. \text{ Then } D^* f(\bar{x})(y^*) = \partial(y^*, f)(\bar{x}).\]

**Proof.** Assertion (i) follows from the definitions; cf. the proof of [7, Theorem 5.2]. To prove (ii), we first consider an arbitrary topology \(\tau\) on \(X^* \times Y^*\). Pick any \(x^* \in D^* f(\bar{x})(y^*)\) and find \(\varepsilon_k \downarrow 0, x_k \rightarrow \bar{x}, (x^*_k, y^*_k) \rightharpoonup (x^*, y^*)\) such that \((x^*_k, -y^*_k) \in \bar{N}_{\varepsilon_k}((x_k, f(x_k)); gph f)\) for all \(k \in \mathbb{N}\). Hence

\[(7) \quad (x^*_k, x - x_k) - \langle y^*_k, f(x) - f(x_k)\rangle \leq 2\varepsilon_k(1 + L)\|x - x_k\| \quad \text{for all } x \in x_k + \eta_k \mathbb{R} X \]

with some \(\eta_k \downarrow 0\), where \(L\) is a Lipschitz constant of \(f\) around \(\bar{x}\). The latter yields \(x^*_k \in \partial_{\varepsilon_k}(y^*, f)(x_k)\) with \(\varepsilon_k := 2\varepsilon_k(1 + L)\|y^*_k - y^*\|\). When \(\tau_{Y^*} = \|\cdot\|\), we have \(\varepsilon_k \downarrow 0\) and thus \(x^* \in \partial_{\varepsilon_k}(y^*, f)(\bar{x})\), which gives (ii). To justify (iii), we follow the proof of [7, Theorem 5.2] using (7) and the “fuzzy sum rule” of [3, Theorem 2]. In this way we get \(x^* = x^*_1 + x^*_2\) with \(x^*_1 \in \partial(y^*, f)(\bar{x})\). The \(\tau_{Y^*}\text{-convergence condition allows us to conclude that } x^*_2 = 0.\)

\[\square\]

**Corollary 3.4.** Let \(f : X \rightarrow Y\) be locally Lipschitzian around \(\bar{x}\), let \(\tau = w^* \times \tau_{Y^*}\), and let \(\tilde{\tau} = \tau_{X^*} \times \tau_{Y^*}\) with \(\tau_{Y^*} \leq \tilde{\tau}_{Y^*}\) \(\leq \|\cdot\|\). Assume that \(X\) is Asplund and that \(f\) satisfies the \(\tau_{Y^*}\text{-convergence condition at } \bar{x}\). Then

\[D^* f(\bar{x})(y^*) = D^* f(\bar{x})(y^*) = \partial(y^*, f)(\bar{x}) \quad \text{for all } y^* \in Y^*.\]

## 4. Subspace Property and Graphical Regularity

In this section we apply constructions of Sections 2 and 3 to obtain various infinite-dimensional counterparts and extensions of Rockafellar’s results mentioned in the Introduction. Our proofs are simple and different from those in [9] even in finite dimensions.

Given \(\Omega \subset X\) and \(\tau\) on \(X^*\), we consider the normal cone (4) and its closed convexification

\[(8) \quad \bar{N}_{\tau}(\bar{x} ; \Omega) := \text{cl}^* \text{co } N_{\tau}(\bar{x} ; \Omega),\]

where \(\text{cl}^*\) stands for the weak* topological closure in \(X^*\). Clearly, (8) depends on \(\tau\). It is proved in [7, Theorem 8.1] that, for closed \(\Omega\) in Asplund spaces and for \(\tau = w^*\), the cone (8) agrees with Clarke’s normal cone defined (1) as the polar to his tangent cone in any Banach spaces.

**Theorem 4.1.** Let \(X\) and \(Y\) be Banach with \(\tau = w^* \times \tau_{Y^*}\). The following are equivalent:

(a) For every \(f : X \rightarrow Y\), which is Lipschitz continuous around some point \(\bar{x} \in X\) and satisfies the \(\tau_{Y^*}\text{-convergence condition at } \bar{x}\), the cone \(\bar{N}_{\tau}(\bar{x}; f(\bar{x}); gph f)\) is a linear subspace of \(X^* \times Y^*\).

(b) \(X\) is an Asplund space.

**Proof.** First we prove (b) \(\Rightarrow\) (a) based on Theorem 3.3 and the following two facts held for locally Lipschitzian functions \(\varphi : X \rightarrow \mathbb{R}\):

(i) \(\partial_C(-\varphi)(\bar{x}) = -\partial_C \varphi(\bar{x})\) for Clarke’s generalized gradient when \(X\) is Banach [1, Prop. 2.3.1].

(ii) \(\partial_C \varphi(\bar{x}) = \text{cl}^* \text{co } \partial \varphi(\bar{x})\) when \(X\) is Asplund [2, Theorem 8.11].

Now taking \((x^*, -y^*) \in N_{\tau}(\bar{x}, f(\bar{x}); gph f)\), we get

\[x^* \in D^* f(\bar{x})(y^*) \subset \partial(y^*, f)(\bar{x}) \subset \partial_C(y^*, f)(\bar{x}) = -\partial_C(-y^*, f)(\bar{x}) = -\text{cl}^* \text{co } \partial(-y^*, f)(\bar{x}) \subset -\text{cl}^* \text{co } D^* f(\bar{x})(-y^*),\]
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which gives $-N_\tau((\bar{x}, f(\bar{x})); \operatorname{gph} f) \subset \overline{\operatorname{cl}^* \operatorname{co} N_\tau((\bar{x}, f(\bar{x})); \operatorname{gph} f)}$ and the subspace property.

To prove (a)$\Rightarrow$(b), we consider an arbitrary convex function $\psi: X \to \mathbb{R}$ continuous around $\bar{x} \in X$. Given $Y_1$, we represent it as $Y = \mathbb{R} \times Y_1$, where $Y_1$ is a subspace of $Y$, and define a Lipschitzian mapping $f: X \to Y$ by $f(x) := (\psi(x), 0)$. It is easy to see that $f$ satisfies the $\tau_Y$-convergence condition at $\bar{x}$. Then $N_\tau((\bar{x}, f(\bar{x})); \operatorname{gph} f)$ is a subspace of $X^* \times Y^*$. Since

$$\operatorname{gph} f = \operatorname{gph} \psi \times \{0\} \text{ and } N_\tau((\bar{x}, f(\bar{x})); \operatorname{gph} f) = N((\bar{x}, \psi(\bar{x})); \operatorname{gph} \psi) \times Y_1^*,$$

it follows that $N((\bar{x}, \psi(\bar{x})); \operatorname{gph} \psi)$ is a subspace of $X^* \times \mathbb{R}$. Due to the convexity and continuity of $\psi$ we have $\partial \psi(\bar{x}) \neq \emptyset$ and

$$N((\bar{x}, \psi(\bar{x})); \operatorname{gph} \psi) = \{ (x^*, -\lambda) \mid x^* \in \partial (\lambda \psi)(\bar{x}), \lambda \in \mathbb{R} \}$$

(the latter holds for any locally Lipschitzian function). Thus $\partial (\psi)(\bar{x}) \neq \emptyset$; otherwise we get a contradiction with the subspace property of $N((\bar{x}, \psi(\bar{x})); \operatorname{gph} \psi)$. Since $\psi$ was chosen arbitrarily, one has $\partial \varphi(\bar{x}) \neq \emptyset$ for any concave continuous function $\varphi: X \to \mathbb{R}$ at every $\bar{x} \in X$. By (5) with $\tau = w^*$ this ensures that the set $\{ x \in X \mid \partial_x \varphi(x) \neq \emptyset \}$ is dense in $X$ for every $\varepsilon > 0$, which implies the Asplund property of $X$ due to [4] Prop. 1.

\[ \square \]

Remark 4.2. The proof of Theorem 4.1 allows us to justify the subspace property of Clarke’s normal cone to the graph of every compactly Lipschitzian mapping $f: X \to Y$ between arbitrary Banach spaces. Indeed, it follows from the above arguments due to the scalarization formula for Ioffe’s approximate coderivative established in [8, Theorem 4]. After receiving a preprint of our paper, L. Thibault (personal communication) found another proof of the latter subspace property, in the case of any Lipschitzian mapping between normed spaces, based on a sequential characterization of Clarke’s tangent cone.

Next let us establish relationships between the single-valuedness of graphical coderivatives and the $wsF$-differentiability properties of $f$ in the most interesting cases of $\beta = F, H$. In this way we obtain conditions under which the graphical coderivatives agree with the corresponding linear coderivatives in [3].

**Theorem 4.3.** Let $f: X \to Y$ with $\tau = \tau_{X^*} \times \tau_{Y^*}$ on $X^* \times Y^*$. The following hold:

(i) Assume that $f$ is $wsF$-differentiable at $\bar{x}$ and that $\tau_{Y^*} = \tau_{\|\cdot\|}$. Then $D_{sF}^* f(\bar{x})$ is a single-valued bounded linear operator equal to $\nabla_{sF}^* f(\bar{x})$ for any $\tau_{X^*}$.

(ii) Assume that $f$ is $wsH$-differentiable and satisfies the $\tau_{Y^*}$-convergence condition at $\bar{x}$, that $X$ is Asplund, and that $\tau_{X^*} = w^*$. Then $D_{sH}^* f(\bar{x})$ is a single-valued bounded linear operator equal to $\nabla_{sH}^* f(\bar{x})$.

(iii) Assume that $f$ is Lipschitz continuous around $\bar{x}$, that $X$ is Asplund, and that $D_{sF}^* f(\bar{x})$ is single-valued for $\tau = w^* \times \tau_{Y^*}$. Then $f$ is $wsH$-differentiable at $\bar{x}$ and $D_{sH}^* f(\bar{x})$ is a bounded linear operator equal to $\nabla_{sH}^* f(\bar{x})$.

**Proof.** (i) One can check that $\partial \tau_{\mathcal{D}} (y^*, f)(\bar{x}) = \nabla_{sF}^* f(\bar{x}) y^*$ for all $y^* \in Y^*$ if $f$ is $wsF$-differentiable at $\bar{x}$. Thus (i) follows from Theorem 4.3 (ii).

To prove (ii), we use Corollary 4.2.1 which gives $D_{sH}^* f(\bar{x}) (y^*) = \partial (y^*, f)(\bar{x})$. Then (ii) follows from $\partial \tau_{\mathcal{D}} (y^*, f)(\bar{x}) = \nabla_{sH} (y^*, f)(\bar{x})$ if $(y^*, f)$ is $sH$-differentiable (see [1] Prop. 2.2.1) and from $\partial (y^*, f)(\bar{x}) \neq \emptyset$ if $X$ is Asplund (see [7] Cor. 3.9).
The converse statement (iii) follows from Theorem 4.3(i) and assertion (ii) in the proof of Theorem 4.1, which ensure that \( \emptyset \neq \partial(y^*, f)(\bar{x}) = \partial_C(y^*, f)(\bar{x}) \) is a singleton, and hence \((y^*, f)\) is sH-differentiable at \( \bar{x} \) due to [11] Prop. 2.2.1.

**Corollary 4.4.** Let \( f : X \to \mathbb{R}^m \) be Lipschitz continuous around \( \bar{x} \), and let \( X \) be Asplund with \( \tau_{X^*} = w^* \). The following are equivalent:

(i) Clarke’s normal cone to \( \text{gph} \ f \) at \((\bar{x}, f(\bar{x}))\) is a linear subspace of dimension \( m \).

(ii) The basic normal cone \( \mathcal{N}(\bar{x}, f(\bar{x}) ; \text{gph} \ f) \) is a linear subspace of dimension \( m \).

(iii) \( f \) is strictly Hadamard differentiable at \( \bar{x} \).

**Proof.** Equivalence \((ii) \Leftrightarrow (iii)\) follows from Theorem 4.3 since the \( \tau_{Y^*} \)-convergence condition automatically holds for \( Y = \mathbb{R}^m \), and due to the fact that the graph of any bounded linear operator is isomorphic to the domain space. Equivalence \((i) \Leftrightarrow (ii)\) follows from the representation of Clarke’s normal cone in form \( \mathcal{N} \) under the assumptions made.

For \( X = \mathbb{R}^n \) Hadamard strict differentiability reduces to the usual (Fréchet) strict differentiability, in which case the equivalence \((i) \Leftrightarrow (iii)\) in Corollary 4.4 is proved in a different way by Rockafellar [11] Theorem 3.5. Taking into account Remark 4.2 and the proof of Theorem 4.3, the latter equivalence can be established for arbitrary Banach spaces \( X \).

Finally, let us obtain relationships between graphical regularity of Lipschitzian mappings and the differentiability properties considered in Section 2. We say that \( f : X \to Y \) is graphically \( \tau \)-regular at \( \bar{x} \) if

\[
\mathcal{N}_\tau((\bar{x}, f(\bar{x})); \text{gph} \ f) = \hat{\mathcal{N}}((\bar{x}, f(\bar{x})); \text{gph} \ f).
\]

**Theorem 4.5.** Let \( f : X \to Y \) with \( \tau = \tau_{X^*} \times \tau_{Y^*} \) on \( X^* \times Y^* \). The following hold:

(i) If \( f \) is wsF-differentiable at \( \bar{x} \), then it is graphically \( \tau \)-regular at \( \bar{x} \) for \( \tau = \tau_{\mathcal{X}} \times \tau_{\mathcal{Y}} \).

(ii) Assume that \( X \) is Asplund, that \( \tau = w^* \times \tau_{Y^*} \), and that \( f \) satisfies the \( \tau_{Y^*} \)-convergence condition at \( \bar{x} \). Then \( f \) is graphically \( \tau \)-regular at \( \bar{x} \) if it is both wsF-differentiable and wsH-differentiable at this point.

(iii) Conversely, for any \( \tau_{Y^*} \), the graphical \( w^* \times \tau_{Y^*} \)-regularity of \( f \) at \( \bar{x} \) implies both wsF-differentiability and wsH-differentiability of \( f \) at this point provided that \( X \) is Asplund and that \( f \) is Lipschitz continuous around \( \bar{x} \).

**Proof.** Assertion (i) follows from Theorem 4.3(i) and the formula

\[
\hat{\partial}(y^*, f)(\bar{x}) = \hat{D}^* f(\bar{x})(y^*) := \{ x^* \in X^* \mid (x^*, -y^*) \in \hat{\mathcal{N}}((\bar{x}, f(\bar{x})); \text{gph} \ f) \}
\]

that can be easily justified for any \( f \) Lipschitz continuous around \( \bar{x} \).

To prove (ii), we observe that \( \partial(y^*, f)(\bar{x}) \) is a singleton under the assumptions made in Theorem 4.3(ii). On the other hand, the wsF-differentiability of \( f \) at \( \bar{x} \) gives \( \hat{\partial}(y^*, f)(\bar{x}) = \{ \nabla_F(y^*, f)(\bar{x}) \} \). Combining this with (9), we get

\[
D^\tau_f(\bar{x})(y^*) = \partial(y^*, f)(\bar{x}) = \hat{\partial}(y^*, f)(\bar{x}) = \hat{D}^* f(\bar{x})(y^*) \quad \text{for all} \; y^* \in Y^*,
\]

which justifies the \( \tau \)-regularity of \( f \) at \( \bar{x} \).
It remains to prove (iii). As mentioned above, \( \partial(y^*, f)(\bar{x}) \neq \emptyset \) for all \( y^* \in Y^* \) when \( X \) is Asplund. Picking any \( x^* \in \partial(y^*, f)(\bar{x}) \), we have \( x^* \in D^*_X f(\bar{x})(y^*) \) by Theorem 3.3(i), and hence

\[
(x^*, -y^*) \in N_\tau((\bar{x}, f(\bar{x})); \text{gph } f) = \hat{N}((\bar{x}, f(\bar{x})); \text{gph } f)
\]
due to the assumed \( \tau \)-regularity. Using (9), we get

\[
\hat{\partial}(y^*, f)(\bar{x}) = \partial(y^*, f)(\bar{x}) \neq \emptyset \quad \text{for all } y^* \in Y^*,
\]
which clearly implies the Fréchet differentiability of \( (y^*, f) \) at \( \bar{x} \). Therefore

\[
\partial_C(y^*, f)(\bar{x}) = \text{cl}^* \partial(y^*, f)(\bar{x}) = \{ \nabla_F(y^*, f)(\bar{x}) \}.
\]
So \( (y^*, f) \) must be \( sH \)-differentiable at \( \bar{x} \) for any \( y^* \in Y^* \), since \( \partial_C(y^*, f)(\bar{x}) \) is a singleton. \( \square \)

**Corollary 4.6.** Let \( f: X \to \mathbb{R}^m \) be Lipschitz continuous around \( \bar{x} \), and let \( X \) be Asplund with \( \tau_{X^*} = w^* \). Then the following are equivalent:

(i) \( f \) is graphically regular at \( \bar{x} \).

(ii) \( f \) is simultaneously Fréchet differentiable and strictly Hadamard differentiable at \( \bar{x} \).

5. Lipschitzian sets and set-valued mappings

Although the results of Section 4 concern single-valued mappings, they can be used for the study of sets and set-valued mappings generated by graphs of single-valued Lipschitzian mappings via smooth transformations. Rockafellar [9] (see also 10) considered such “Lipschitzian manifolds” and “graphically Lipschitzian mappings” in finite dimensions and showed that they include maximal monotone operators and subdifferential mappings for important classes of functions typically encountered in optimization and variational analysis. Let us now demonstrate that the results obtained above can be extended to (appropriately defined) Lipschitz-type sets and set-valued mappings in infinite-dimensions with the help of normal cone calculus established in 8. Since set-valued mappings reduce to their graphs, it is sufficient to formulate results only in the case of sets. For simplicity we confine our consideration to the basic \( \tau = w^* \) topology.

**Definition 5.1.** (i) A subset \( \Omega \) of a Banach space \( Z \) is **hemi-Lipschitzian** around \( \bar{z} \in \Omega \) if there are a mapping \( f: X \to Y \) between Banach spaces and a mapping \( g: Z \to X \times Y \) with \( g(\bar{z}) = (\bar{x}, f(\bar{x})) \) such that \( g \) is strictly \( F \)-differentiable at \( \bar{z} \) with the surjective derivative, that \( f \) is Lipschitz continuous around \( \bar{x} \), and that

\[
\Omega \cap U = g^{-1}(V \cap \text{gph } f)
\]

for some neighborhoods \( U \) of \( \bar{z} \) and \( V \) of \( g(\bar{z}) \). We say that \( \Omega \) is **strictly hemi-Lipschitzian** around \( \bar{z} \) if, in addition, \( f \) satisfies the \( w^* \)-convergence condition at \( \bar{x} \).

(ii) Let \( \mathcal{B} \) stand for some differentiability concept (e.g., \( \mathcal{B} = \beta, w\beta, ws\beta \)). We say that \( \Omega \) is **\( \mathcal{B} \)-hemismooth** at \( \bar{z} \) if it is hemi-Lipschitzian around this point and \( f \) can be chosen as \( \mathcal{B} \)-differentiable at \( \bar{x} \).

(iii) A set-valued mapping \( S \) between Banach spaces is **graphically hemi-Lipschitzian** around some point \( \bar{z} \in \text{gph } S \) (resp. **graphically \( \mathcal{B} \)-hemismooth** at \( \bar{z} \)) if \( \text{gph } S \) is hemi-Lipschitzian around \( \bar{z} \) (resp. \( \mathcal{B} \)-hemismooth at \( \bar{z} \)).
Rockafellar’s notion of “Lipschitz manifold” \cite{9} reduces to Definition 5.1(i) if $g: \mathbb{R}^d \to \mathbb{R}^n \times \mathbb{R}^m$ is a locally $C^1$ function with the nonsingular Jacobian at $\bar{z}$; hence $g^{-1}$ is also locally $C^1$. The corresponding set-valued mappings are called graphically Lipschitzian in \cite{10}.

**Theorem 5.2.** Let $\Omega \subset Z$ be strictly hemi-Lipschitzian around $\bar{z}$, where the space $X$ in Definition 5.1(i) can be chosen as Asplund. Then the following hold:

(i) The convexified normal cone $\text{cl}^\ast \text{co} N(\bar{z}; \Omega)$ is a linear subspace of $Z^*$.

(ii) $\Omega$ is normally regular at $\bar{z}$ (that is, $N(\bar{z}; \Omega) = \hat{N}(\bar{z}; \Omega)$) if and only if it is simultaneously $wF$-smooth and $wsH$-smooth at $\bar{z}$, i.e., $f$ in Definition 5.1(ii) has both of these properties at $\bar{x}$.

**Proof.** Given a mapping $g: Z \to W$ between Banach spaces, we have the calculus rules

\[(10) \quad N(\bar{z}; g^{-1}(\Lambda)) = \nabla g(\bar{z})^* N(g(\bar{z}); \Lambda) \quad \text{and} \quad \hat{N}(\bar{z}; g^{-1}(\Lambda)) = \nabla g(\bar{z})^* \hat{N}(g(\bar{z}); \Lambda)\]

for any subset $\Lambda \subset W$ with $g(\bar{z}) \in \Lambda$ provided that $g$ is strictly $F$-differentiable at $\bar{z}$ with the surjective derivative $\nabla g(\bar{z})$; see \cite{8} for the proof of these and related results involving the Lyusternik-Graves theorem on metric regularity. Then (i) follows directly from Theorem 4.1 and the first formula in (10). To prove (ii), we observe that, for every set $\Omega$ hemi-Lipschitzian around $\bar{x}$, the normal regularity of $\Omega$ at $\bar{z}$ is equivalent to the graphical regularity of $f$ at $\bar{x}$. Indeed, it follows from (10) and the well-known fact that the adjoint operator to any surjective linear bounded operator is injective (one-to-one). Now (ii) is implied by Theorem 4.5. \hfill \Box

It follows from Remark 4.2 and the proof of Theorem 5.2 that the subspace property also holds for Clarke’s normal cone to hemi-Lipschitzian sets provided that $f: X \to Y$ in Definition 5.1 is compactly Lipschitzian and all the spaces involved are arbitrary Banach.
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