POLYNOMIAL PELL’S EQUATION

WILLIAM A. WEBB AND HISASHI YOKOTA

(Communicated by David E. Rohrlich)

Abstract. Consider the polynomial Pell’s equation $X^2 - DY^2 = 1$, where $D = A^2 + 2C$ is a monic polynomial in $\mathbb{Z}[x]$ and $\deg C < \deg A$. Then for $A, C \in \mathbb{Q}[x]$, $\deg C < 2$, and $B = A/C \in \mathbb{Q}[x]$, a necessary and sufficient condition for the polynomial Pell’s equation to have a nontrivial solution in $\mathbb{Z}[x]$ is obtained.

1. Introduction

Let $D$ be a nonconstant monic polynomial of even degree with integer coefficients. We consider the polynomial Pell’s equation

$$X^2 - DY^2 = 1$$

where solutions $X, Y$ are polynomials with integer coefficients. In 1976, Nathanson [5] proved that when $D = x^2 + d$, equation (1) has a nontrivial solution if and only if $d = \pm 1, \pm 2$. This is a special case of the open problem which asks to determine the polynomials $D$ for which equation (1) has nontrivial solutions, and the special quadratics above is the only class of polynomials for which solutions of (1) have been completely characterized. We will characterize solutions of (1) for a much larger class of polynomials $D$, which includes all monic $D = A^2 + 2C$ where $\deg C \leq 1$ and $A/C \in \mathbb{Q}[x]$. In particular, this includes all monic quadratic polynomials since they can be written as $A^2 + 2C$ where $\deg C = 0$.

As we will see, solving (1) over $\mathbb{Q}[x]$ is relatively easy; determining when solutions in $\mathbb{Z}[x]$ exist is the more difficult question.

We note that equation (1) has no nontrivial solution if $D$ is a perfect square. For $D = A^2$, we have $1 = (X + AY)(X - AY)$, which implies $X = \pm 1, Y = 0$. So, we assume $\sqrt{D}$ is irrational.

We will call $W = U + V\sqrt{D}$ a rational solution of (1) if $U^2 - DV^2 = 1$ and $U, V \in \mathbb{Q}[x]$. We define

$$T = \{U + V\sqrt{D} : U^2 - DV^2 = 1, \operatorname{sgn} U > 0, \operatorname{sgn} V > 0, \text{ where } U, V \in \mathbb{Q}[x]\}$$

and $T_0$ to be the subset of $T$ such that $U, V \in \mathbb{Z}[x]$. If $W$ is any rational solution of (1), so are $\pm W$ and $\pm W$. Among these four solutions, there is always one for which $\operatorname{sgn} U > 0$ and $\operatorname{sgn} V > 0$. Thus to determine all rational solutions of (1), it suffices to find all solutions in $T$.
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Among all rational solutions in $T$, we say $P + Q \sqrt{D}$ is a minimal (or fundamental) solution if and only if its nonarchimedian absolute value, defined below, satisfies the following condition:

$$|P + Q \sqrt{D}| \leq |U + V \sqrt{D}|$$

for all $U + V \sqrt{D} \in T$.

Then we can show (see Lemma 3 below) that a minimal solution is unique, and (see Lemma 4 below) every rational solution $W \in T$ can be expressed as $W = W_n^n$ for some $n \geq 1$, where $W_n$ is the minimal solution. So, to determine the polynomials $D$ for which the polynomial Pell’s equation (11) has nontrivial rational solutions, it suffices to find the minimal solution.

Let $W_0$ be the minimal solution. We ask the following questions:

1. When is $W_0$ in $T_0$?
2. Is it possible to have $W_0^n \in T_0$ even though $W_0 \notin T_0$?

Since $T_0 \subset T$, $W \in T_0$ implies $W = W_n^n$ for some $n \geq 1$, where $W_0$ is the minimal solution. Thus if the answer to the second question is negative, then every solution $W$ of the polynomial Pell’s equation (11) is expressed as $\pm W_0^n$ or $\pm W_0$ for some $n \geq 1$, where $W_0 \in T_0$.

To answer these questions, we consider the continued fraction expansion of $\sqrt{D}$. Note that the continued fraction expansion of $\sqrt{D}$ can be defined in many ways depending on the base field (see [1], [2], [3], [4], [6]). Let $K = \mathbb{Q}((x^{-1}))$ be the field of formal Laurent series in $x^{-1}$ over $\mathbb{Q}$. Then $\alpha \in K$ implies that

$$\alpha = \sum_{j=t}^{\infty} a_j x^{-j}, \text{ where } a_j \in \mathbb{Q}, a_t \neq 0, \sgn \alpha = a_t.$$ 

We define the nonarchimedian absolute value by

$$|\alpha| = e^{-t}.$$ 

So, $|A/B| = e^{\deg A - \deg B}$ for $A, B \in \mathbb{Q}[x]$. We use the symbol $[\alpha]$ to mean the integer part of $\alpha$:

$$[\alpha] = \sum_{j=t}^{0} a_j x^{-j} = a_t x^{-t} + \cdots + a_0 \in \mathbb{Q}[x].$$

Note that for any $U + V \sqrt{D} \in T$, $|U + V \sqrt{D}| > 1$ and $|U - V \sqrt{D}| < 1$. Hence, $|U| = |V \sqrt{D}|$. Also, if $W_1$ and $W_2$ are rational solutions of (11), then so is $W_1 W_2$. Write $W_1 = U_1 + V_1 \sqrt{D}$ and $W_2 = U_2 + V_2 \sqrt{D}$. Then

$$1 = U_1^2 - D V_1^2 = W_1 \sqrt{D} = W_2 \sqrt{D} = U_2^2 - D V_2^2.$$ 

Hence $(W_1 W_2)(W_1 W_2) = 1$ which implies $W_1 W_2$ is a rational solution of (11).

A continued fraction expansion for $\sqrt{D}$ is obtained by putting $a_0 = \sqrt{D}$ and, recursively for $n \geq 0$, putting

$$A_n = [\alpha_n] \text{ and } \alpha_{n+1} = 1/(\alpha_n - A_n).$$

The algorithm terminates if, for some $n$, $\alpha_n = A_n$. This happens if and only if $\sqrt{D}$ is a rational function. Thus $\sqrt{D}$ can be expressed in the following way:

$$\sqrt{D} = [\sqrt{D}] + \frac{1}{\alpha_1}$$

$$= [\sqrt{D}] + \frac{1}{[\alpha_1] + \frac{1}{\alpha_2} + \cdots}.$$
For short, we write
\[ \sqrt{D} = \langle \sqrt{D} \rangle = \langle A_0, A_1, \ldots \rangle, \] where \( A_i \in \mathbb{Q}[x] \).

We write convergents to \( \sqrt{D} \) as \( P_n/Q_n = \langle A_0, A_1, \ldots, A_n \rangle \), where
\[
\begin{pmatrix}
P_n \\
P_{n-1}
\end{pmatrix}
= \begin{pmatrix} A_n & 1 \\ 1 & 0 \end{pmatrix}
\begin{pmatrix}
P_{n-1} \\
P_{n-2}
\end{pmatrix}
\text{ for } n \geq 0
\]
and
\[
\begin{pmatrix}
P_{-1} \\
P_{-2}
\end{pmatrix}
= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]

Then by looking at the determinant of the above matrix, we have for \( n \geq 0 \)
\[ P_nQ_{n-1} - P_{n-1}Q_n = (-1)^{n+1}. \]

We note that since \( \text{sgn} \ A_0 > 0 \), \( \sigma(P_n) = \sigma(Q_n) \) for all \( n \geq 0 \), where \( \sigma(A) \) denote
the sign of the leading coefficient of \( A \).

Now write \( \sqrt{D} \) as
\[ \sqrt{D} = \langle A_0, A_1, \ldots, A_n, A_{n+1}, \ldots \rangle = \langle A_0, A_1, \ldots, A_n, \alpha_{n+1} \rangle. \]

Then
\[ \sqrt{D} = \frac{\alpha_{n+1}P_n + P_{n-1}}{\alpha_{n+1}Q_n + Q_{n-1}}. \]

We say \( \alpha_j \) is reduced if \( |\alpha_j| > 1 \) and \( |\alpha_j| < 1 \).

Suppose \( P + Q\sqrt{D} \) is the minimal solution. Then we can show (see Lemma 2 below) that \( P + Q\sqrt{D} = \lambda(P_n + Q_n\sqrt{D}) \) for some \( \lambda \in \mathbb{Q} \). We note that if \( s \) is the least index satisfying \( (\lambda P_s)^2 - D(\lambda Q_s)^2 = 1 \), then since \( \sigma(P_s) = \sigma(Q_s), \)
\( \sigma(\lambda Q_s)\sqrt{D} \) is the minimal solution.

Let \( D = A^2 + 2C \) be a polynomial in \( \mathbb{Z}[x] \), where \( A, C \in \mathbb{Q}[x], \text{deg } C < \text{deg } A, \) and \( B = A/C \in \mathbb{Q}[x] \). Since
\[ \sqrt{D} = \sqrt{D} + \frac{1}{\alpha_1} = A + \frac{1}{\alpha_1}, \]
where
\[ \alpha_1 = \frac{1}{\sqrt{D} - A} = \frac{\sqrt{D} + A}{2C} = \left[ \frac{\sqrt{D} + A}{2C} \right] + \frac{1}{\alpha_2} = B + \frac{1}{\alpha_2}, \]
and
\[ \alpha_2 = \sqrt{D} + A = 2A + \sqrt{D} - A = 2A + \frac{1}{\alpha_1}, \]
then \( \sqrt{D} = \langle A, B, 2A \rangle \) and
\[ P_1^2 - DQ_1^2 = (AB + 1)^2 - DB^2 = (AB + 1)^2 - (A^2B^2 + 2AB) = 1. \]

Thus \( \sigma(Q_1)(P_1 + Q_1\sqrt{D}) \) is a nontrivial rational solution in \( T \). Note that this may not be the minimal solution.

To see this, notice that
\[ (kP_0)^2 - D(kQ_0)^2 = k^2(A^2 - (A^2 + 2C)) = k^2(-2C) = 1 \]
if and only if \( 2C = -1/k^2 \). Thus \( W_0 = kP_0 + kQ_0\sqrt{D} \) with \( \text{sgn} \ (kP_0) > 0 \) is the minimal solution if and only if \( 2C = -1/k^2 \), and \( W_0 = \sigma(Q_1)(P_1 + Q_1\sqrt{D}) \) is the
minimal solution if and only if \(2C \neq -1/k^2\). Thus we are left to determine when \(W_n^2 \in T_0\) for \(W_0 = kP_0 + kQ_0\sqrt{D}\) and \(W_0 = \sigma(Q_1)(P_1 + Q_1\sqrt{D})\).

We will show

**Theorem 1.** Let \(D = A^2 + 2C\) be a monic polynomial in \(\mathbb{Z}[x]\), where \(\deg C < \deg A\) and \(B = A/C \in \mathbb{Q}[x]\). Suppose either \(A \in \mathbb{Z}[x]\) or \(2A \in \mathbb{Z}[x]\). Then the following are equivalent:

1. \(W_0^2 \in T_0\) for some \(n \geq 1\).
2. \(W_0 \in T_0\).
3. \(W_0 = \begin{cases} \pm A + \sqrt{D}, & \text{where } A \in \mathbb{Z}[x], 2C = -1, \\ 2A + 2\sqrt{D}, & \text{where } A \notin \mathbb{Z}[x], 2A \in \mathbb{Z}[x], \\ \sigma(C)(B^2C + 1 + B\sqrt{D}), & \text{where } B, C \in \mathbb{Z}[x], 2C = 1, \\ 2A^2 + 1 + 2\sqrt{D}, & \text{where } A \in \mathbb{Z}[x], 2C = 1, \\ \sigma(C)(B^2C + 1 + B\sqrt{D}), & \text{where } A \in \mathbb{Z}[x], B = \pm 2B_1, \\ B_1 \in \mathbb{Z}[x], \sgn C = \pm \frac{1}{2}, \\ 2C \in \mathbb{Z}[x], \deg C > 0. \end{cases}\)

**Theorem 2.** Let \(D = A^2 + 2C\) be a monic polynomial in \(\mathbb{Z}[x]\), where \(\deg C < \deg A\) and \(B = A/C \in \mathbb{Q}[x]\). Suppose \(C = c_1x + c_0 \in \mathbb{Q}[x]\). Then either \(A \in \mathbb{Z}[x]\) or \(2A \in \mathbb{Z}[x]\).

Hence the complete characterization of solutions of \((\mathbf{1})\) for the monic polynomials of the form \(D = A^2 + 2C = A^2 + c_1x + c_0\), where \(\deg C < \deg A\) and \(B = A/C \in \mathbb{Q}[x]\).

Before proving these, we need a few notations and lemmas.

Let \(\nu_p(m/n) = i - j\), where \((m, n) = 1, p^i || m, p^j || n\). For \(A = x^k + a_{k-1}x^{k-1} + \cdots + a_1x + a_0\), define \(\nu_p(A) = \min\{\nu_p(a_i) : 0 \leq i < k\}\). Denote the coefficient \(a_j\) of \(x^j\) in \(A\) by \([x^j]A\) and the Gaussian integer function of \(a\) by \([a]\).

2. Lemmas

**Lemma 1.** Let \(D = A^2 + 2C\) be a monic polynomial in \(\mathbb{Z}[x]\), where \(\deg C < \deg A\). Suppose that \(\sqrt{D} = \langle A_0, \alpha, \alpha_2, \ldots, \alpha_n, \alpha_{n+1}\rangle\). Then \(\alpha_{n+1}\) is reduced, \(\deg A_n \geq 1\), and \(|P_n/Q_n - \sqrt{D}| = |1/Q_nQ_{n+1}|\) for all \(n \geq 0\).

**Proof.** We first show by using induction on \(n\) that \(\alpha_n\) is reduced and \(\deg A_n \geq 1\) for all \(n > 0\).

Since \(D = A^2 + 2C\) with \(\deg C < \deg A\), \([\sqrt{A^2 + 2C}] = A\). Thus if \(\sqrt{D} = \langle A_0, \ldots, A_n, \alpha_{n+1}\rangle\), then \(A_0 = A\) and \(\deg A_0 \geq 1\). Now since \(D\) is monic, \(\sgn A > 0\) and \(|\sqrt{D} + A| = e^{\deg A}\). Then

\[|\sqrt{D} - A| = \frac{|D - A^2|}{\sqrt{D} + A} = \frac{|2C|}{\sqrt{D} + A} < 1.\]

Thus

\[|\alpha_1| = \frac{1}{|\sqrt{D} - A|} = |\frac{A + \sqrt{D}}{2C}| > 1\]

and

\[|\alpha_2| = \frac{1}{|\sqrt{D} + A|} = |\frac{A - \sqrt{D}}{2C}| < 1.\]

This shows that \(\alpha_1\) is reduced and \(\deg A_1 = \deg |\alpha_1| \geq 1\).

Suppose \(|\alpha_k| > 1, |\overline{\alpha_k}| < 1\) and \(\deg A_k \geq 1\). Then since \(|\alpha_k - A_k| = |\alpha_k - |\alpha_k|| < 1\), we have

\[|\alpha_{k+1}| = |\frac{1}{\alpha_k - A_k}| > 1.\]
and since $|\alpha_k - A_k| = |A_k| > 1$, we have

$$|\alpha_{k+1}| = \frac{1}{|\alpha_k - A_k|} < 1.$$  

Thus $\alpha_{k+1}$ is reduced and $\deg A_{k+1} = \deg |\alpha_{k+1}| \geq 1$.

Next we show $|P_n/Q_n - \sqrt{D}| = |1/Q_n Q_{n+1}|$ for all $n \geq 0$. By the first part, we can assume that $|\alpha_{n+2}| > 1$. Then since $|Q_n^2/\alpha_{n+2}| < |Q_n Q_{n+1}|$, we have

$$|\frac{P_n}{Q_n} - \sqrt{D}| = \frac{|P_n - \frac{\alpha_{n+1} P_n + P_{n-1}}{\alpha_{n+1} Q_n + Q_{n-1}}|}{Q_n (\alpha_{n+1} Q_n + Q_{n-1})} = \frac{|P_n Q_{n-1} - Q_n P_{n-1}|}{Q_n (\alpha_{n+1} Q_n + Q_{n-1})} = \frac{|Q_n Q_{n+1} + \frac{Q_n^2}{\alpha_{n+2}}|}{Q_n Q_{n+1}} = \frac{|1|}{Q_n Q_{n+1}}.$$

$\Box$

**Lemma 2.** If $U + V \sqrt{D} \in T$, then $U = \lambda P_n$ and $V = \lambda Q_n$ for some $n \geq 0$ and $\lambda \in \mathbb{Q}$.

*Proof.* We have

$$|\frac{U}{V} - \sqrt{D}| = \frac{1}{V (U + V \sqrt{D})} = \frac{1}{V^2 (U/V + \sqrt{D})} < \frac{1}{V}.$$

Then choose $n$ so that $|Q_n| \leq |V| < |Q_{n+1}|$, so by Lemma 1

$$|\frac{U}{V} - \sqrt{D}| < |\frac{1}{V Q_n}|$$

and

$$|\frac{P_n}{Q_n} - \sqrt{D}| < |\frac{1}{V Q_n}|.$$

If $U/V \neq P_n/Q_n$, then

$$\frac{1}{Q_n V} \leq \frac{|P_n V - Q_n U|}{Q_n V} = \frac{|P_n - U|}{Q_n} = \frac{|P_n - \sqrt{D} + \sqrt{D} - U|}{\sqrt{D} - U} \leq \max\{|P_n/Q_n - \sqrt{D}|, |\sqrt{D} - U/V|\} < \frac{1}{Q_n V},$$

a contradiction. Thus $U/V = P_n/Q_n$. Note that $P_n Q_{n-1} - P_{n-1} Q_n = (-1)^{n+1}$ implies $P_n$ and $Q_n$ are relatively prime, and $U^2 - D V^2 = 1$ implies $U$ and $V$ are relatively prime, which in turn imply $U = \lambda P_n, V = \lambda Q_n$ for some $n \geq 0$ and $\lambda \in \mathbb{Q}$. $\Box$

**Lemma 3.** If $W_1, W_2 \in T$ and $|W_1| = |W_2|$, then $W_1 = W_2$. In particular, the minimum solution is unique.

*Proof.* Let $W_1 = U_1 + V_1 \sqrt{D}$ and $W_2 = U_2 + V_2 \sqrt{D}$. Then by Lemma 2 $W_1 = \lambda P_n + \lambda Q_n \sqrt{D}$ and $W_2 = \mu P_n + \mu Q_n \sqrt{D}$ for some $m, n \geq 0$ and $\lambda, \mu \in \mathbb{Q}$. Since $|W_1| = |W_2|$, $\deg P_n = \deg P_m$ so $m = n$. Thus

$$\lambda^2 (P_m^2 - D Q_m^2) = \mu^2 (P_m^2 - D Q_m^2).$$

Since $\sqrt{D}$ is irrational, $\lambda = \pm \mu$ and by the definition of $T$, $W_1 = W_2$.

If, in particular, $W_1$ and $W_2$ are minimum solutions, then by the definition of a minimum solution, we have $|W_1| = |W_2|$, which implies $W_1 = W_2$. $\Box$

**Lemma 4.** If $W_0$ is the minimal solution, then for any $W \in T$, $W = W_0^n$ for some $n \geq 1$. 

Lemma 6. Let \( \nu \) be the largest index such that \( \nu \geq n \). Since \( q \) is not divisible by \( \nu \), which divides \( m \), and \( \nu \geq n \). If \( q < n \), then \( \nu = 0 \). Otherwise choose \( n \geq 1 \) so that
\[
|W_0|^n < |W| < |W_0|^{n+1}.
\]
Then
\[
1 < |W_0|^nW| < |W_0|
\]
and \( W_0^nW \) is a solution of (1). Since \( |W_0|^nW| > 1 \), either \( W_0^nW \) or \( -W_0^nW \) is in \( T \), which is impossible since \( |W_0|^nW| < |W_0| \).

Lemma 5. Let \( D = A^2 + 2C \) be a monic polynomial in \( \mathbb{Z}[x] \), where \( A, C \in \mathbb{Q}[x] \) and \( \deg C < \deg A \). If \( p > 2 \), then \( \nu_p(A) \geq 0 \) and \( \nu_p(C) \geq 0 \).

Proof. Since \( D \) is monic, we write \( A = x^k + a_k \cdot x^{k-1} + \cdots + a_0 \). Suppose \( r \) is the largest index so that \( \nu_p(a_r) \leq -1 \). Then
\[
[x^{k+r}]D = [x^{k+r}]A^2 = 2a_r + \sum_{i+j=k+r, r<i,j<k} a_ia_j \in \mathbb{Z}.
\]
Since \( \nu_p(a_j) > 0 \) for \( j > r \), \( \nu_p \left( \sum_{i+j=k+r, r<i,j<k} a_ia_j \right) \geq 0 \), and so \( \nu_p(a_r) = \nu_p(2a_r) \geq 0 \), a contradiction.

Lemma 6. Let \( f(m) = \sum_{i=1}^{\infty} \left\lfloor \frac{m}{2^i} \right\rfloor \). Then for \( m > 0 \),
\begin{enumerate}
  \item \( 2f(m) \leq f(2m) - 1 \).
  \item \( f(m) \geq f(m - j) + f(j) \) for \( 1 \leq j \leq m - 1 \).
\end{enumerate}

Proof. Since \( f(m) < \sum_{i=1}^{\infty} \left\lfloor \frac{m}{2^i} \right\rfloor = m \),
\[
f(2m) = \sum_{i=1}^{\infty} \left\lfloor \frac{2m}{2^i} \right\rfloor = \sum_{i=0}^{\infty} \left\lfloor \frac{m}{2^i} \right\rfloor = m + f(m) > 2f(m).
\]
Inequality (2) follows from the well-known fact that \( f(m) \) is the largest power of 2 which divides \( m! \).

Lemma 7. Let \( D = A^2 + 2C \) be a monic polynomial in \( \mathbb{Z}[x] \), where \( \deg C < k \). If \( A \notin \mathbb{Z}[x] \), then let \( k - m > 1 \) be the largest index such that \( \nu_2(a_{k-m}) \leq -1 \). Then \( \nu_2(a_{k-m}) = -1 \). Furthermore, for \( qm \leq j < (q + 1)m \),
\[
\nu_2(a_{k-j}) \geq -q - f(q),
\]
where \( f(q) = \sum_{i=1}^{\infty} \left\lfloor \frac{q}{2^i} \right\rfloor \).

Proof. Since \( k - m \) is the largest index such that \( \nu_2(a_{k-m}) \leq -1 \), suppose that \( \nu_2(a_{k-m}) \leq -2 \) and \( \nu_2(a_{k-j}) \geq 0 \) for \( j < m \). Then consider
\[
[x^{k+k-m}]D = [x^{2k-m}]A^2 = 2a_{k-m} + \sum_{i+j=m, 0<i,j<m} a_{k-i}a_{k-j} \in \mathbb{Z}.
\]
Since \( \nu_2 \left( \sum_{i+j=m, 0<i,j<m} a_{k-i}a_{k-j} \right) \geq 0 \), \( \nu_2(2a_{k-m}) \geq 0 \), a contradiction. Hence \( \nu_2(a_{k-m}) = -1 \).

Next we show for all \( j \) with \( qm \leq j < (q + 1)m \), \( \nu_2(a_{k-j}) \geq -q - f(q) \). We use induction on \( q \). For \( q = 0 \), we have \( 0 \leq j < m \) and \( \nu_2(a_{k-j}) \geq 0 \).
Let $\nu \geq -q - f(q)$. Then consider

$$[x^{k+k-m_q}]D = [x^{2k-m_q}]A^2 = 2a_{k-m_q} + \sum_{i+j=m_q \atop 0<i,j<m_q} a_{k-i}a_{k-j} \in \mathbb{Z}.$$ 

Let $sm \leq i < (s+1)m$. Then since $i+j=m_q < (q+1)m$, $j<(q-s+1)m$. By the induction hypothesis, $\nu(a_{k-i}) \geq -s-f(s)$ and $\nu(a_{k-j}) \geq -(q-s)-f(q-s)$. Thus by Lemma [6]

$$\nu(2a_{k-i}a_{k-j}) \geq -q - (f(s) + f(q-s)) + 1 \geq -q - f(q) + 1.$$ 

Now for $m_q$ even, since $qm \leq m_q < (q+1)m$, we have

$$|\frac{q}{2}|m \leq \frac{m_q}{2} < (\frac{q}{2} + 1)m.$$ 

Thus

$$\nu(2a_{k-m_q/2}) = 2\nu(a_{k-m_q/2}) \geq 2(-\lfloor |q/2| - f(|q/2|))$$

$$\geq \begin{cases} -2\lfloor \frac{q}{2} \rfloor - f(2\lfloor \frac{q}{2} \rfloor) + 1 & \text{for } q \geq 1, \\ -2\lfloor \frac{q}{2} \rfloor - 2f(2\lfloor \frac{q}{2} \rfloor) = 0 & \text{for } q = 1 \\ -q - f(q) + 1 & \text{for } q \geq 1, \\ -1 - f(1) + 1 & \text{for } q = 1. \end{cases}$$

Therefore, $\nu \left( \sum_{i+j=m_q \atop 0<i,j<m_q} a_{k-i}a_{k-j} \right) \geq -q - f(q) + 1$ which implies that $\nu(2a_{k-m_q}) \geq -q - f(q)$, a contradiction. Thus for $qm \leq j < (q+1)m$, $\nu(a_{k-j}) \geq -q - f(q)$. \hfill \Box

3. Main theorems

Proof of Theorem [7] We break Theorem [1] into two cases according to whether $2C = -1/k^2$ or not. We first treat the case $2C = -1/k^2$. Note that in this case, the minimal solution is $W_0 = kP_0 + kQ_0 \sqrt{D} = kA + k\sqrt{D}$ with $k > 0$.

**Proposition 1.** Let $D = A^2 + 2C$ be a monic polynomial in $\mathbb{Z}[x]$, where $2C = -1/k^2, k \in \mathbb{Q}$. Suppose either $A \in \mathbb{Z}[x]$ or $2A \in \mathbb{Z}[x]$. Then the following are equivalent:

1. $W_0^n \in T_0$ for some $n \geq 1$.
2. $W_0 \in T_0$.
3. $W_0 = \begin{cases} A + \sqrt{D}, & \text{where } A \in \mathbb{Z}[x], 2C = -1, \\ 2A + 2\sqrt{D}, & \text{where } A \notin \mathbb{Z}[x], 2A \in \mathbb{Z}[x], 2C = -1/4. \end{cases}$

Proof. The implications (3) $\Rightarrow$ (2) and (2) $\Rightarrow$ (1) are clear. So, we show (1) $\Rightarrow$ (3).

Case 1. $A \in \mathbb{Z}[x]$.

Note that $2C = D - A^2 = -1/k^2 \in \mathbb{Z}[x]$ implies $1/k = u, u \in \mathbb{Z}$. Suppose that $W_0^n = (kA + k\sqrt{D})^n = X_{n-1} + Y_{n-1}\sqrt{D} \in T_0$, where $k > 0$. Then

$$X_{n-1} = \sum_j \binom{n}{2j} (kA)^{n-2j}k^{2j}D^j = \sum_j \binom{n}{2j} (kA)^{n-2j}k^{2j}(A^2 + 2C)^j$$
has the leading coefficient of \( A^n \):
\[
\sum_{j} \binom{n}{2j} k^n = 2^{n-1} k^n = 2^{n-1} / u^n
\]
which is in \( \mathbb{Z} \) only if \( k = u = 1 \). Thus, we have \( W_0 = A + \sqrt{D} \), where \( A \in \mathbb{Z}[x] \) and \( 2C = -1 \).

Case 2. \( A \notin \mathbb{Z}[x] \), \( 2A \in \mathbb{Z}[x] \).

Note that \( 8C = 4D - (2A)^2 = -4/k^2 \in \mathbb{Z}[x] \) implies \( 1/k = u/2, u \in \mathbb{Z} \). Suppose that \( W_0^n = (kA + k\sqrt{D})^n = X_{n-1} + Y_{n-1}\sqrt{D} \in T_0 \), where \( k > 0 \). Then
\[
X_{n-1} = \sum_{j} \binom{n}{2j} (kA)^{n-2j} k^{2j} D^j
\]
has the leading coefficient of \( A^n \):
\[
\sum_{j} \binom{n}{2j} k^n = 2^{n-1} k^n = 2^{2n-1} / u^n
\]
which is in \( \mathbb{Z} \) only if \( k = 1, 2 \). But \( k = 1 \) implies \( 2C \in \mathbb{Z} \), which implies \( A = D^2 - 2C \in \mathbb{Z}[x] \), a contradiction.

Thus, we have \( W_0 = 2A + 2\sqrt{D} \), where \( A \notin \mathbb{Z}[x] \), \( 2A \in \mathbb{Z}[x] \), and \( 2C = -1/4 \). \( \square \)

**Proposition 2.** Let \( D = A^2 + 2C \) be a monic polynomial in \( \mathbb{Z}[x] \), where \( \deg C < \deg A \), \( B = A/C \in \mathbb{Q}[x] \), and \( 2C \neq -1/k^2 \). Suppose either \( A \in \mathbb{Z}[x] \) or \( 2A \in \mathbb{Z}[x] \). Then the following are equivalent:

1. \( W_0^n \in T_0 \) for some \( n \geq 1 \).
2. \( W_0 \in T_0 \).
3. \( W_0 = \left\{ \begin{array}{ll}
\sigma(C)(B^2C + 1 + B\sqrt{D}), & \text{where } B, C \in \mathbb{Z}[x], \\
2A^2 + 1 + 2A\sqrt{D}, & \text{where } A \in \mathbb{Z}[x], 2C = 1, \\
\sigma(C)(B^2C + 1 + B\sqrt{D}), & \text{where } A \in \mathbb{Z}[x], B = \pm2B_1, \\
B_1 \in \mathbb{Z}[x], \sgn C = \pm\frac{1}{2}, \\
2C \in \mathbb{Z}[x], \deg C > 0.
\end{array} \right. \)

**Proof.** The implications (3) \( \Rightarrow \) (2) and (2) \( \Rightarrow \) (1) are clear. So, we show (1) \( \Rightarrow \) (3).

Since \( B = A/C \in \mathbb{Q}[x] \), we have
\[
\sqrt{D} = \langle BC, B^2BC \rangle \quad \text{and} \quad W_0 = \sigma(C)(B^2C + 1 + B\sqrt{D}) \in T.
\]
Assume \( W_0^n \in T_0 \). If \( t = \sgn B \), then we can write \( B = tB_1, C = t^2C_1 \), where \( t \in \mathbb{Q} \) and \( A = B_1C_1 \). If \( \nu_p(B_1) = e, \nu_p(C_1) = f \), then since \( B_1 \) and \( C_1 \) are monic, \( e, f \leq 0 \) and \( \nu_p(A) = \nu_p(B_1C_1) = \nu_p(B_1) + \nu_p(C_1) = e + f \). But \( 2A \in \mathbb{Z}[x] \), so if \( p \neq 2 \), then \( e = f = 0 \). If \( p = 2 \), then \( e + f \) is equal to either 0 or \( -1 \) depending on whether \( A \in \mathbb{Z}[x] \) or not.

Case 1. \( A \in \mathbb{Z}[x] \).

Then \( e + f = 0 \) and \( B_1, C_1 \in \mathbb{Z}[x] \). Since \( 2C = D - A^2 \in \mathbb{Z}[x], \frac{2}{t}C_1 \in \mathbb{Z}[x] \).
Thus \( 2/t \in \mathbb{Z} \) which in turn implies that \( t = 1/u \) or \( 2/u \) for some \( u \in \mathbb{Z} \). Write \( (P_1 + Q_1\sqrt{D})^n = (tB_1^2C_1 + 1 + tB_1\sqrt{D})^n = X_n + Y_n\sqrt{D} \). Then
\[
X_n = \sum_{j} \binom{n}{2j} (tB_1^2C_1 + 1)^{n-2j}(tB_1)^{2j} D^j
\]
has the leading coefficient

\[ \sum_j \binom{n}{2j} t^n = 2^{n-1} t^n = \begin{cases} 2^{n-1}/u^n & \text{if } t = 1/u, \\ 2^{n-1}/u^n & \text{if } t = 2/u \end{cases} \]

which is in \( \mathbb{Z} \) only if \(|t| = 1, 2\).

If \(|t| = 1\), then \( B = tB_1 \in \mathbb{Z}[x] \), \( C = C_1/t \in \mathbb{Z}[x] \), and

\[ W_0 = \sigma(C)(B^2C + 1 + B\sqrt{D}). \]

If \(|t| = 2\), then \( B = tB_1 \in \mathbb{Z}[x] \) and \( 2C = \pm C_1 \in \mathbb{Z}[x] \). Since \( C_1 \) is monic, \( C = \frac{1}{2}C_1 \) implies \( \text{sgn } C = \pm 1/2 \). Note that for \( \deg C = 0 \), \( \text{sgn } C = -1/2 \) implies \( 2C = -1 \) which is impossible since \( 2C \neq -1/k^2 \). Thus for \( \deg C = 0 \), we have \( 2C = 1 \). Then \( B = A/C = 2A \) and \( W_0 = 2A^2 + 1 + 2A\sqrt{D} \). For \( \deg C > 0 \), \( W_0 = \sigma(C)(B^2C + 1 + B\sqrt{D}) \), where \( \text{sgn } C = \pm 1/2, B = \pm 2B_1, B_1, 2C \in \mathbb{Z}[x] \).

Case 2. \( A \notin \mathbb{Z}[x], 2A \in \mathbb{Z}[x] \).

We will show that \( W_0 \notin \mathbb{Z}[x] \). Let \( p = 2 \). Then \( e + f = -1 \). Thus either \( f = 0 \) or \( f = -1 \) which implies \( C_1 \notin \mathbb{Z}[x] \) or \( 2C_1 \notin \mathbb{Z}[x] \). Since \( 8C = 4D - (2A)^2 \in \mathbb{Z}[x] \), \( \frac{1}{2}\sigma_1 \in \mathbb{Z}[x] \). Thus \( 8/t \in \mathbb{Z} \) and we can write \( t = 2^g/u, 0 \leq g \leq 3 \), where \( u \) is an integer.

Now as above, the leading coefficient of \( X_n \) is \( 2^{(g+1)n-1}/u^n \), which is in \( \mathbb{Z} \) only if \( u|2^g \). Thus \(|t|/8\). Recalling that \( e + f = -1 \) and \( e, f \leq 0 \), we see

1. \( t = \pm 1, \pm 2 \) implies \( f = \nu_2(C_1) = \nu_2(tC) \leq -2 \) which is impossible.
2. \( t = \pm 4 \) implies \( e = 0 \) and \( f = -1 \) which in turn implies

\[ W_0 = \sigma(C)(B^2C + 1 + B\sqrt{D}) = 4B_1^2C_1 \pm 1 + 4B_1\sqrt{D} \in T_0, \]

where \( B_1, 2C_1 \in \mathbb{Z}[x] \).

3. \( t = \pm 8 \) implies \( e = -1 \) and \( f = 0 \) which in turn implies

\[ W_0 = \sigma(C)(B^2C + 1 + B\sqrt{D}) = 8B_1^2C_1 \pm 1 + 8B_1\sqrt{D} \in T_0, \]

where \( 2B_1, C_1 \in \mathbb{Z}[x] \).

Thus in either case, \( 8C \in \mathbb{Z}[x] \) and \( B \in \mathbb{Z}[x] \). So, we let

\[
A = x^k + a_{k-1}x^{k-1} + \cdots + a_0, \quad \text{where } 2a_i \in \mathbb{Z} \text{ for all } i, \\
C = \frac{1}{2}(e_xx^s + c_{s-1}x^{s-1} + \cdots + c_0), \quad \text{where } c_i \in \mathbb{Z} \text{ for all } i, \\
B = 8(b_rx^r + b_{r-1}x^{r-1} + \cdots + b_0), \quad \text{where } 8b_i \in \mathbb{Z} \text{ for all } i.
\]

Let \( m \) be the largest index so that \( \nu_2(a_m) = -1 \). If \( 2m > s \), then

\[ [x^{2m}]D = [x^{2m}]A^2 = 2(a_0a_{2m} + a_{2m-1} + \cdots + a_{m+1}a_{m-1}) + a_m^2 \in \mathbb{Z}, \]

which is impossible since \( \nu_2(2a_i a_j) \geq 0 \) for \( i \neq j \) and \( \nu_2(a_m^2) = -2 \). So, assume \( 2m \leq s \). Thus

\[ A^2 = x^{2k} + d_{2k-1}x^{2k-1} + \cdots + d_sx^s + \cdots + d_{2m}x^{2m} + \cdots, \]

\[ 2C = 2\frac{e_xx^s}{x} + c_{s-1}\frac{x^{s-1}}{x} + \cdots + c_m\frac{x^m}{x} + \cdots, \]

where \( \nu_2(d_j) \geq 0 \) for all \( j > 2m \). Then \( c_j/4 \in \mathbb{Z} \) for \( j > 2m \). Also, \([x^{2m}](A^2 + 2C) \in \mathbb{Z}\) implies that \( \nu_2(c_{2m}/4) = -2 \) which in turn implies that \( c_{2m} \) is odd.
Now write $A$ as

$$
A = BC \\
= b_r c_s x^{r+s} + (b_r c_{s-1} + c_b b_{r-1})x^{r+s-1} + \ldots \\
+ (b_r c_{2m} + b_{r-1} c_{2m+1} + \ldots + b_{r+2m-s} c_b) x^{r+2m} + \ldots .
$$

Suppose that $s > 2m$. Then since $4|c_s$ and $b_r c_s = 1$, we have $\nu_2(b_r) \leq -2$. We also note that since $8b_i \in \mathbb{Z}$ for all $i$ and $c_j/4 \in \mathbb{Z}$ for $j > 2m$, $\nu_2(b_{r-(r+2m+i)}) \geq -1$ for $i > 0$, which implies that $\nu_2([x^{r+2m}]A) \leq -2$, a contradiction.

Thus we assume that $s = 2m$. Then since $c_{2m}$ is odd, $8b_r \in \mathbb{Z}$, and $b_r c_{2m} = 1$ imply that $c_{2m} = b_r = \pm 1$. Now write $A$ as

$$
A = BC \\
= x^{r+2m} + (b_{r-1} + c_{2m-1})x^{r+2m-1} + \ldots \\
+ (b_0 + b_1 c_{2m-1} + \ldots + b_{2m} c_0) x^{2m} + \ldots .
$$

We divide this into cases $m > 0$ and $m = 0$.

If $m > 0$, then since $\nu_2(a_j) \geq 0$ for $j > m$, all coefficients of $x^t$ for $t \geq 2m$ are integers. But then $c_i \in \mathbb{Z}$ implies that $b_j \in \mathbb{Z}$ for all $j \geq 0$. Then $A = BC \in \mathbb{Z}[x]$ which is a contradiction.

So, we suppose that $m = 0$, $C = c_0/8$, and $c_0 = \pm 1$. Since $D = A^2 + 2C = x^{2k} + \ldots + a_2^2 + c_0/4 \in \mathbb{Z}[x]$, $a_0^2 + c_0/4 \in \mathbb{Z}$. Then $a_0^2 + c_0/4 \in \mathbb{Z}$ and $c_0 = \pm 1$ imply that $c_0 = -1$, which in turn implies $2C = -1/4 = -1/k^2$, a contradiction. Thus for $A \notin \mathbb{Z}[x]$ and $2A \in \mathbb{Z}[x]$, $W^n \notin T_0$ for all $n \geq 1$.

Proof of Theorem 2. Since $D$ is monic, we write $A = x^k + a_{k-1}x^{k-1} + \ldots + a_0$. We first treat the case $c_1 = 0$. Since $D \in \mathbb{Z}[x]$, if either $A \in \mathbb{Z}[x]$ or $2C \in \mathbb{Z}[x]$, then both are. Otherwise, by Lemma 3, we may suppose that $\nu_2(2c_0) \leq -1$ and since $a_0^2 + 2c_0 \in \mathbb{Z}$, $\nu_2(a_0) \leq -1$. Suppose that $l \geq 1$ is the smallest index satisfying $\nu_2(a_l) \leq -1$. Then

$$
[x^l]D = [x^l]A^2 = 2a_0 a_0 + \sum_{i+j=l, 0<i,j<l} a_i a_j \in \mathbb{Z}.
$$

Since $\nu_2\left(\sum_{i+j=l, 0<i,j<l} a_i a_j \right) \geq 0$, $\nu_2(2a_0 a_0) \geq 0$ which implies that $\nu_2(a_l) \geq 0$, a contradiction. Hence $a_i \in \mathbb{Z}$ for $i \geq 1$. Now

$$
[x^k]D = [x^k]A^2 = 2a_0 + \sum_{i+j=l, 0<i,j<l} a_i a_j \in \mathbb{Z}
$$

and $\nu_2\left(\sum_{i+j=l, 0<i,j<l} a_i a_j \right) \geq 0$ imply that $\nu_2(2a_0) = 1 + \nu_2(a_0) \geq 0$, which in turn implies that $\nu_2(a_0) \geq -1$. So $\nu_2(a_0) = -1$ and $2A \in \mathbb{Z}[x]$.

We next treat the case $c_1 \neq 0$. We will divide the proof into two cases according to whether $\nu_2(a_0) \geq 0$ or $\nu_2(a_0) < 0$.

Case 1. $\nu_2(a_0) \geq 0$.

Suppose that $\nu_2(a_1) = -t \leq -1$. Then since $\nu_2(a_0) \geq 0$, $[x^0]D = a_0^2 + 2c_0 \in \mathbb{Z}$ and $[x^1]D = 2a_0 a_0 + 2c_1 \in \mathbb{Z}$ imply that $\nu_2(2c_0) \geq 0$ and $\nu_2(c_1) \geq -t$. Thus $2C \in \mathbb{Z}[x]$. Since $D = A^2 + 2C \in \mathbb{Z}[x]$, $2t^{-1}D = 2t^{-1}A^2 + 2tC \in \mathbb{Z}[x]$, which implies that $2t^{-1}A^2 \in \mathbb{Z}[x]$. Thus $\nu_2(A) \geq -\frac{t}{2t} > -t = \nu_2(a_1)$, a contradiction.
Therefore, if \( \nu_2(a_0) \geq 0 \), then \( \nu_2(a_1) \geq 0 \). But then \( a_0^2 + 2c_0 \in \mathbb{Z} \) and \( 2a_1a_0 + 2c_1 \in \mathbb{Z} \) imply that \( 2C = 2c_1x + 2c_0 \in \mathbb{Z}[x] \), which in turn implies that \( A \in \mathbb{Z}[x] \).

Case 2. \( \nu_2(a_0) < 0 \).

Suppose first that \( \nu_2(a_1) < \nu_2(a_0) \). Let \( \nu_2(a_1) = -t \) and \( \nu_2(a_0) = -u \). Then \( a_0^2 + 2c_0 \in \mathbb{Z} \) and \( 2a_1a_0 + 2c_1 \in \mathbb{Z} \) imply that \( \nu_2(c_0) = \nu_2(a_0) - 2u - 1 \) and \( \nu_2(c_1) = \nu_2(a_0) - t - u \). Since \( -t < -u \), we have \( 2t + u \in \mathbb{Z}[x] \). Then \( 2^{t + u - 1}D = 2^{t + u - 1}A^2 + 2^{t + u}C \in \mathbb{Z}[x] \), which implies that \( 2^{t + u - 1}A^2 \in \mathbb{Z}[x] \). Thus \( \nu_2(A) \geq -\frac{t + u - 1}{2} > -u = \nu_2(a_1) \), a contradiction.

Suppose next that \( \nu_2(a_0) = \nu_2(a_1) = -t \leq -1 \). Then \( a_0^2 + 2c_0 \in \mathbb{Z} \) and \( 2a_1a_0 + 2c_1 \in \mathbb{Z} \) imply that \( \nu_2(c_0) = \nu_2(a_0^2) - 1 = -2t - 1 \) and \( \nu_2(c_1) = \nu_2(a_1) + \nu_2(a_0) = -2t \). Thus \( 2^{2t + 1}C \in \mathbb{Z}[x] \). Since \( D = A^2 + 2C \), we have \( 2^{2t}D = 2^{2t}A^2 + 2^{2t + 1}C \in \mathbb{Z}[x] \), which implies that \( 2^tA \in \mathbb{Z}[x] \). Thus \( \nu_2(A) \geq -t \). Now consider \( [x^2]D = [x^2]A^2 = a_0^2 + 2a_2a_0 \in \mathbb{Z} \). Then \( \nu_2(2a_2a_0) = \nu_2(a_0^2) = -2t \) implies that \( \nu_2(a_0) = -t - 1 < -t \leq \nu_2(A) \), a contradiction.

Finally suppose \( \nu_2(a_0) < \nu_2(a_1) \).

Suppose \( \nu_2(a_1) \geq 0 \) and consider \( [x]^lA^2 \) for \( l \geq 2 \). For \( l = 2 \), we have \( 2a_2a_0 + a_2^2 \in \mathbb{Z} \) and \( \nu_2(a_2) \geq 0 \). For \( l = 3 \), we have \( 2a_3a_0 + 2a_2a_1 \in \mathbb{Z} \) and \( \nu_2(a_3) \geq 0 \). Continuing this, we have \( \nu_2(a_i) \geq 0 \) for all \( 0 < i < k \). Then

\[
[x^k]D = [x^k]A^2 = a_0 + \sum_{i+j=l, 0<i,j<k} a_i a_j \in \mathbb{Z}
\]

which implies that \( \nu_2(2a_0) \geq 0 \). Thus \( \nu_2(a_0) \geq -1 \) and \( 2A \in \mathbb{Z}[x] \).

Suppose \( \nu_2(a_1) \leq -1 \) and let \( \nu_2(a_1) = \nu_2(a_0) = t \geq 1 \). Then since \( a_0^2 + 2c_0 \in \mathbb{Z} \), \( \nu_2(2a_0) = \nu_2(a_0^2) = 2\nu_2(a_0) = 2t \). Also since \( 2a_1a_0 + 2c_1 \in \mathbb{Z} \), \( \nu_2(2c_1) = \nu_2(2a_1a_0) = \nu_2(a_1) + \nu_2(a_0) + 1 = 2t + 1 \). Then

\[
\nu_2 \left( \frac{2c_0}{2c_1} \right) = 2\nu_2(a_1) - 2t - 2\nu_2(a_1) + t - 1 = -t - 1.
\]

Thus \( -c_0/c_1 = u/2^{t+1} \), where \( u \in \mathbb{Q} \) and \( \nu_2(u) = 0 \). Since \( A(x) = B(x)C(x) = B(x)(c_1x + c_0) \),

\[
0 = A(-\frac{c_0}{c_1}) = A(\frac{u}{2^{t+1}}) = (\frac{u}{2^{t+1}})^k + a_{k-1}(\frac{u}{2^{t+1}})^{k-1} + \cdots + a_1(\frac{u}{2^{t+1}}) + a_0.
\]

Let \( k - m \) be the largest index such that \( \nu_2(a_{k-m}) \leq -1 \). Then by Lemma \( \Box \) \( \nu_2(a_{k-m}) = -1 \). Thus for \( 1 \leq j < m \),

\[
\nu_2 \left( a_{k-j} \left( \frac{u}{2^{t+1}} \right)^{k-j} \right) > \nu_2 \left( \left( \frac{u}{2^{t+1}} \right)^k \right).
\]

Now we evaluate \( \nu_2 \left( a_{k-j} \left( \frac{u}{2^{t+1}} \right)^{k-j} \right) \) for \( j \geq m \). By Lemma \( \Box \) for \( qm \leq j < (q+1)m \), we have

\[
\nu_2(a_{k-j}) \geq -q - f(q).
\]
Thus for \( qm \leq j < (q + 1)m \),
\[
\nu_2\left( a_{k-j} \left( \frac{u}{2^{t+1}} \right)^{k-j} \right) = \nu_2(a_{k-j}) - (t+1)(k-j) 
\geq -q - f(q) - (t+1)(k-j) 
= -q - f(q) + j(t+1) - k(t+1) 
\geq -q - f(q) + qm(t+1) - k(t+1).
\]
Since \( m \geq 1 \) and \( t \geq 1 \), \(-q - f(q) + qm(t+1) - k(t+1) \geq -q - f(q) + 2q - (t+1) \geq 1 - k(t+1)\). Then since \( \nu_2\left( \left( \frac{u}{2^{t+1}} \right)^{k} \right) = -(t+1)k \), we have
\[
\nu_2\left( a_{k-j} \left( \frac{u}{2^{t+1}} \right)^{k-j} \right) > \nu_2\left( \left( \frac{u}{2^{t+1}} \right)^{k} \right) 
\]
for \( j \geq m \). Thus we have
\[
\nu_2\left( a_{k-j} \left( \frac{u}{2^{t+1}} \right)^{k-j} \right) > \nu_2\left( \left( \frac{u}{2^{t+1}} \right)^{k} \right) 
\]
for all \( j \geq 1 \), which implies that \( A(-\frac{a}{c}) \neq 0 \), a contradiction. \( \square \)

As a corollary to Theorems 1 and 2, we characterize the solutions of the polynomial Pell’s equation (11) for a class of quartic polynomials \( D \).

\textbf{Corollary 1.} Let \( D = x^4 + ax^3 + bx^2 + cx + d \in \mathbb{Z}[x] \). Suppose \( D = A^2 + 2C \), where \( B = A/C \in \mathbb{Q}[x] \). Then \( W_0 \in T_0 \) if and only if

1. \( W_0 = x^2 + a_1x + l + \sqrt{D} \), where \( a = 2a_1, a_1 \in \mathbb{Z} \), \( b = a_1^2 + 2l, l \in \mathbb{Z} \), \( c = 2a_1l \), and \( d = l^2 - 1 \).
2. \( W_0 = 2(x^2 + a_1x + l + \frac{1}{2}) + 2\sqrt{D} \), where \( a = 2a_1, a_1 \in \mathbb{Z} \), \( b = a_1^2 + 2l, l \in \mathbb{Z} \), \( c = 2a_1l + a_1 \), and \( d = l^2 + l \).
3. \( W_0 = (x + a_1 \pm t)^2(x \pm l) \pm 1 + (x + a_1 \mp t)\sqrt{D} \), where \( a = 2a_1, a_1 \in \mathbb{Z} \), \( b = a_1^2 + 2l, l \in \mathbb{Z} \), \( c = 2a_1l \), and \( d = l^2 + l \).
4. \( W_0 = 2(x^2 + a_1x + l)^2 + 2 + 2(x^2 + a_1x + l)\sqrt{D} \), where \( a = 2a_1, a_1 \in \mathbb{Z} \), \( b = a_1^2 + 2l, l \in \mathbb{Z} \), \( c = 2a_1l \), and \( d = l^2 + l \).
5. \( W_0 = 2(x + (a_1 \mp t))^2(x \pm l) \pm 1 + 2(x + a_1 \mp t)\sqrt{D} \), where \( a = 2a_1, a_1 \in \mathbb{Z} \), \( b = a_1^2 + 2l, l \in \mathbb{Z} \), \( c = 2a_1l \), and \( d = l^2 + l \).

Before proving this, we note that by letting \( a = b = c = 0 \) and \( X = x^2 \), we can obtain Nathanson’s result. Also, by letting \( a = c = 0 \) and \( X = x^2 \), we have the complete characterization of all quadratic polynomials for which Pell’s equation (11) with \( D = x^2 + bx + d \) is solvable over \( \mathbb{Z}[x] \).

\textbf{Proof.} Write \( D = A^2 + 2C \), where
\[
A = x^2 + \frac{a}{2}x + \frac{4b - a^2}{8}, \quad 2C = \frac{8c - 4ab + a^3}{8}x + \frac{64d - (4b - a^2)^2}{64}.
\]
Then by Theorems 1 and 2, we have

1. \( W_0 = A + \sqrt{D} \) if and only if \( A \in \mathbb{Z}[x], 2C = -1 \). This occurs if and only if \( \frac{a}{2} \in \mathbb{Z}, \frac{4b - a^2}{8} \in \mathbb{Z}, 8c - 4ab + a^3 = 0, \) and \( 64d - (4b - a^2)^2 = -64 \), which in turn is equivalent to \( a = 2a_1, a_1 \in \mathbb{Z}, b = a_1^2 + 2l, l \in \mathbb{Z} \), \( c = \frac{4ab - a^2}{8} = \frac{8a_1(a_1^2 + 2l) - 8a_1^2}{8} = 2a_1l \), and \( d = \frac{(4b - a^2)^2}{64} = l^2 - 1 \). Thus \( W_0 = x^2 + a_1x + l + \sqrt{D} \) if and only if \( a = 2a_1, a_1 \in \mathbb{Z}, b = a_1^2 + 2l, l \in \mathbb{Z} \), \( c = 2a_1l \), and \( d = l^2 - 1 \).
(2) \( W_0 = 2A + 2\sqrt{D} \) if and only if \( A \notin \mathbb{Z}[x] \), \( 2A \in \mathbb{Z}[x] \), and \( 2C = -1 \). This occurs if and only if \( a_{-2} \in \mathbb{Z}, \frac{4b-a^2}{8} \in \mathbb{Z}, 4b-a^2 \notin \mathbb{Z}, 8c-4ab+a^3 = 0, \) and \( 64d-(4b-a^2)^2 = -16 \), which in turn is equivalent to \( a = 2a_1, a_1 \in \mathbb{Z}, \)
\( b-a_1^2 = 2l+1, l \in \mathbb{Z}, c = \frac{4ab-a^3}{8} = 2a_1+l+1, \) and \( d = \frac{(4b-a^2)^2-16}{64} = l^2+l. \)
Thus \( W_0 = 2(x^2+a_1x+l+\frac{1}{2}) + 2\sqrt{D} \) if and only if \( a = 2a_1, a_1 \in \mathbb{Z}, b = a_1^2 + 2l + 1, l \in \mathbb{Z}, c = 2a_1+l+1, \) and \( d = l^2+l. \)

(3) \( W_0 = \sigma(C)(B^2C + 1 + B\sqrt{D}) \) if and only if \( A, B = A/C, C \in \mathbb{Z}[x] \) which is equivalent to \( a = 2a_1, a_1 \in \mathbb{Z}, b-a_1^2 = 2l, l \in \mathbb{Z}, \frac{8c-4ab+a^3}{16} = \frac{8c-16a_1l}{16} = \frac{-2a_1}{2} \in \mathbb{Z}, \)
\( 64d-(4b-a^2)^2 = \frac{64(d-l^2)}{128} \in \mathbb{Z}, \) and \( B = A/C \in \mathbb{Z}[x]. \) Note that \( \frac{-2a_1}{2} \in \mathbb{Z} \) if and only if \( c = 2c_1, c_1 \in \mathbb{Z}, \frac{64(d-l^2)}{128} \in \mathbb{Z} \) if and only if \( d-l^2 = 2t, t \in \mathbb{Z}. \) Also, \( B = A/C \in \mathbb{Z}[x] \) if and only if

\[
B = \frac{x^2 + a_1x + l}{(c_1-a_1l)x + t} = \frac{1}{c_1-a_1l}x + \frac{a_1c_1-a_1^2l-t}{(c_1-a_1l)^2} \in \mathbb{Z}[x]
\]

and the remainder term satisfies

\[
l(c_1-a_1l)^2-t(a_1c_1-a_1^2l-t) = 0.
\]

Now \( c_1-a_1l \in \mathbb{Z} \) and \( \frac{1}{c_1-a_1l} \in \mathbb{Z} \) if and only if \( c_1-a_1l = \pm 1. \) Thus \( W_0 = (x+a_1 \mp t)^2(x \pm t) + 1 + (x+a_1 \mp t)\sqrt{D} \) if and only if \( a = 2a_1, a_1 \in \mathbb{Z}, \)
\( b = a_1^2 + 2l, l \in \mathbb{Z}, c = 2c_1, c_1 = a_1 \pm 1, d = l^2 + 2t, t \in \mathbb{Z}, \) and \( l = t(\pm a_1-t). \)

(4) \( W_0 = 2A^2 + 1 + 2A\sqrt{D} \) if and only if \( A \in \mathbb{Z}[x], 2C = 1. \) This occurs if and only if \( \frac{a}{2}, \frac{4b-a^2}{8} \in \mathbb{Z}, 8c-4ab+a^3 = 0, \) and \( 64d-(4b-a^2)^2 = 64, \) which in turn is equivalent to \( a = 2a_1, a_1 \in \mathbb{Z}, b-a_1^2 = 2l, l \in \mathbb{Z}, \)
\( c = \frac{4ab-a^3}{8} = \frac{8a_1(a_1^2+2l)-a^3}{8}, \) and \( d = \frac{(4b-a^2)^2+64}{64} = l^2 + 1. \) Thus \( W_0 = 2(x^2+a_1x+l)^2 + 1 + 2(x^2+a_1x+l)\sqrt{D} \) if and only if \( a = 2a_1, a_1 \in \mathbb{Z}, \)
\( b = a_1^2 + 2l, l \in \mathbb{Z}, c = 2a_1l, \) and \( d = l^2 + 1. \)

(5) \( W_0 = \sigma(C)(B^2C + 1 + B\sqrt{D}) \) if and only if \( A \in \mathbb{Z}, B = 2B_1, B_1 \in \mathbb{Z}[x], \) \( \text{sgn} \ C = \pm 1, 2C \in \mathbb{Z}[x], \) \( \deg C > 0. \) This occurs if and only if \( a = 2a_1, a_1 \in \mathbb{Z}, b-a_1^2 = 2l, l \in \mathbb{Z}, \frac{8c-4ab+a^3}{16} = \frac{8c-16a_1l}{16} = \frac{-2a_1}{2} = \pm 1, \)
\( \frac{64d-(4b-a^2)^2}{64} = \frac{64(d-l^2)}{64} \in \mathbb{Z}, \) and \( B = A/C \in \mathbb{Q}[x]. \) Note that \( \frac{-2a_1}{2} \in \mathbb{Z} \) if and only if \( c = 2a_1l \pm 1, \frac{64(d-l^2)}{64} \in \mathbb{Z} \) if and only if \( d-l^2 = t, t \in \mathbb{Z}, \) and \( B = A/C \in \mathbb{Q}[x] \) if and only if

\[
B = \pm \frac{x^2 + a_1x + l}{\pm 2x + 2(a_1 \mp t)}
\]

and the remainder term satisfies

\[
l \pm t(\pm 1) = 0.
\]

Thus \( W_0 = (x+(a_1 \mp t))^2(x \pm t) + 1 + 2(x + (a_1 \mp t))\sqrt{D} \) if and only if \( a = 2a_1, a_1 \in \mathbb{Z}, b = a_1^2 + 2l, l \in \mathbb{Z}, c = 2a_1l \pm 1, d = l^2 + t, t \in \mathbb{Z}, \) and \( l = \pm t(\pm 1). \) \( \square \)
By the corollary above, we can list the complete types of monic quartic polynomials for which the polynomial Pell’s equation \( (1) \) has a nontrivial solution in \( \mathbb{Z}[x] \):

1. \( D = x^4 + 2ux^3 + (u^2 + 2v)x^2 + 2uvx + v^2 - 1, \)
2. \( D = x^4 + 2ux^3 + (u^2 + 2v + 1)x^2 + (2uv + u)x + v^2 + v, \)
3. \( D = x^4 + 2ux^3 + (u^2 + 2\pm 2u\pm v)x^2 + 2uv(\pm u - v)\pm 1)x + v^2(x\pm u\pm v)^2 + v, \)
4. \( D = x^4 + 2ux^3 + (u^2 + 2v)x^2 + 2uvx + v^2 + 1, \)
5. \( D = x^4 + 2uv^3 + (u^2 + 2v(\pm u \mp v))x^2 + 2u(\pm v(\pm v \mp v))\pm 1)x + v^2(\pm v \mp v)^2 + v, \) where \( u, v \in \mathbb{Z} \).
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