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Abstract. A Howe duality is established for a pair of quantized enveloping algebras of general linear algebras. It is also shown that this quantum Howe duality implies Jimbo’s duality between \( U_q(\mathfrak{gl}_n) \) and the Hecke algebra.

1. Introduction

A treatment of classical invariant theory based on the highest weight theory of representations of complex reductive algebraic groups was given in \([Ho]\), where the organizing principle is the multiplicity free actions of reductive groups on algebraic varieties commonly referred to as Howe dualities. In the context of the general linear group over the complex field, the Howe duality amounts to the following result (or a variant of it in terms of right modules): Regard \( C^k \) as the natural (left) \( \text{GL}_k(C) \)-module for each \( k \). \( \text{GL}_m(C) \times \text{GL}_n(C) \) acts on the algebra of regular functions \( P(C^m \otimes C^n) \) on \( C^m \otimes C^n \) in a multiplicity free manner. Moreover, \( P(C^m \otimes C^n) = \bigoplus_{\lambda \in \Lambda_{\text{min}}(m,n)} L^m_{\lambda} \otimes \tilde{L}^n_{\lambda} \), where \( L^m_{\lambda} \) (respectively \( \tilde{L}^n_{\lambda} \)) denotes the irreducible \( \text{GL}_m(C) \)-module (respectively \( \text{GL}_n(C) \)-module) with highest weight \( \lambda \), and \( \Lambda_{\text{min}}(m,n) \) is the set of the highest weights corresponding to partitions of depth \( \leq \text{min}(m,n) \). While this result can be proven by relatively elementary means, its implications are far reaching. As shown in \([Ho]\), the First and Second Fundamental Theorems of the invariant theory for the general linear group are all immediate consequences of this result. In particular, the celebrated Schur duality can be easily derived from the Howe duality.

This paper aims to develop a quantum version of the Howe duality for a pair of quantized enveloping algebras of general linear algebras at generic \( q \). The main problem is to construct a non-commutative analogue \( V_{m,n} \) of \( P(C^m \otimes C^n) \). We achieve this by investigating the Hopf algebra of functions on the quantum general linear group. With the \( V_{m,n} \) given in Definition 3.4, we prove

**Theorem 1.1.** \( V_{m,n} \) forms a module algebra under the left action of \( U_q(\mathfrak{gl}_m) \) and right action of \( U_q(\mathfrak{gl}_n) \), with the actions of the two quantum algebras being mutual centralizers. Furthermore,

\[
V_{m,n} = \bigoplus_{\lambda \in \Lambda_{\text{min}}(m,n)} L^m_{\lambda} \otimes \tilde{L}^n_{\lambda},
\]
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where \( L^\lambda_m \) (respectively \( \hat{L}^\lambda_m \)) denote the irreducible left \( U_q(\mathfrak{gl}_n) \)-module (respectively right \( U_q(\mathfrak{gl}_n) \)-module) of type I \([\text{CP}]\) with highest weight \( \lambda \).

The notion of a module algebra over a bi-algebra is explained in Definition 3.1.

It is an old result of Jimbo’s \([J]\) dating back to the mid-1980s (and having since been treated by many other people) that there existed a duality between \( U_q(\mathfrak{gl}_n) \) and the Hecke algebra analogous to the celebrated Schur duality between \( GL_n(\mathbb{C}) \) and the symmetric group. We shall derive the quantum Schur duality from the quantum Howe duality established here. For doing this, we investigate the representations of the \( q \)-Weyl group \([KR]\) of \( U_q(\mathfrak{gl}_n) \) on the spaces of zero weight vectors (see equation (1.2)) of finite-dimensional \( U_q(\mathfrak{gl}_n) \)-modules. They give rise to representations of the Hecke algebra, which we believe are of independent interest, thus are studied in some detail.

2. The quantum general linear group

Let \( \mathfrak{h}^* \) be the complex vector space which has a basis \( \{\epsilon_a | 1 \leq a \leq n\} \) and is endowed with a non-degenerate symmetric bilinear form \((,): \mathfrak{h}^* \times \mathfrak{h}^* \to \mathbb{C}\) defined by \((\epsilon_a, \epsilon_b) = \delta_{ab}\). Set \( \mathfrak{h}^*_Z = \bigoplus_a \mathbb{Z}\epsilon_a \). The quantized enveloping algebra \( U_q(\mathfrak{gl}_n) \) of the general linear algebra \( \mathfrak{gl}_n \) is a Hopf algebra over the field of rational functions \( \mathbb{C}(t) \) in \( t \). As a unital associative algebra, \( U_q(\mathfrak{gl}_n) \) is generated by \( K_a, K_a^{-1}, 1 \leq a \leq n, \) and \( E_b, F_b, 1 \leq b < n, \) subject to the standard relations, which we spell out in order to fix our notation:

\[
\begin{align*}
K_a K_a^{-1} &= 1, & K_a^\pm 1 K_b^\pm 1 &= K_b^\pm 1 K_a^\pm 1, \\
K_a E_b K_a^{-1} &= q^{(\epsilon_a - \epsilon_{b+1}, \epsilon_a)} E_b, & K_a F_b K_a^{-1} &= q^{-(\epsilon_a - \epsilon_{b+1}, \epsilon_a)} F_b, \\
E_a F_b - F_b E_a &= \delta_{ab} (K_a K_{a+1} - K_{a+1} K_a) / (q - q^{-1}), \\
E_a E_b &= E_b E_a, & F_a F_b &= F_b F_a, & |a - b| > 1, \\
S^{(+)}_{a \pm 1} &= S^{(-)}_{a \pm 1} = 0,
\end{align*}
\]

where \( q = t^2 \), and

\[
\begin{align*}
S^{(+)}_{a \pm 1} &= (E_a)^2 E_{a \pm 1} - (q + q^{-1}) E_a E_{a \pm 1} E_a + E_{a \pm 1} E_a^2, \\
S^{(-)}_{a \pm 1} &= (F_a)^2 F_{a \pm 1} - (q + q^{-1}) F_a F_{a \pm 1} F_a + F_{a \pm 1} F_a^2.
\end{align*}
\]

We will also need the explicit form of the other structural maps of \( U_q(\mathfrak{gl}_n) \): the comultiplication \( \Delta: U_q(\mathfrak{gl}_n) \to U_q(\mathfrak{gl}_n) \otimes U_q(\mathfrak{gl}_n) \),

\[
\begin{align*}
\Delta(E_a) &= E_a \otimes K_a K_{a+1}^{-1} + 1 \otimes E_a, \\
\Delta(F_a) &= F_a \otimes 1 + K_{a+1}^{-1} K_a \otimes F_a, \\
\Delta(K_a^{\pm 1}) &= K_a^{\pm 1} \otimes K_{a+1}^{\pm 1},
\end{align*}
\]

the co-unit \( \epsilon: U_q(\mathfrak{gl}_n) \to \mathbb{C}(t), \)

\[
\epsilon(E_a) = \epsilon(F_a) = 0, \quad \epsilon(K_a^{\pm 1}) = 1;
\]

and the antipode \( S: U_q(\mathfrak{gl}_n) \to U_q(\mathfrak{gl}_n) \),

\[
S(E_a) = -E_a K_a^{-1} K_{a+1}, \quad S(F_a) = -K_a K_{a+1}^{-1} F_a, \quad S(K_a^{\pm 1}) = K_a^{\mp 1}.
\]

We shall denote by \( L_\lambda \) the irreducible left \( U_q(\mathfrak{gl}_n) \)-module of type I (in the sense of \([\text{CP}]\)) with highest weight \( \lambda \in \mathfrak{h}^*_Z \). More explicitly, if \( v_+ \) is the highest weight
vector of $L_\lambda$, then

\[ E_a v_+ = 0, \quad 1 \leq a < n, \]
\[ K_a v_+ = q^{(e_a, \lambda)} v_+, \quad \forall a. \]

Similarly, we denote by $\hat{L}_\lambda$, $\lambda \in \mathfrak{h}_\mathbb{C}^*$, the irreducible right $U_q(\mathfrak{gl}_n)$-module which admits a unique 1-dimensional subspace $C(t)\hat{v}_+$ such that

\[ \hat{v}_+ F_a = 0, \quad 1 \leq a < n, \]
\[ \hat{v}_+ K_a = q^{(e_a, \lambda)} \hat{v}_+, \quad \forall a. \]

We shall call $\hat{L}_\lambda$ the irreducible right $U_q(\mathfrak{gl}_n)$-module of type I with highest weight $\lambda$.

Define $\Lambda_n := \{ \sum_{a=1}^n \lambda_a e_a | \lambda_a \in \mathbb{Z}_+, \lambda_a \geq \lambda_{a+1} \}$. Let $\Lambda_k = \Lambda_n \cap \left( \bigoplus_{i=1}^k \mathbb{Z} \epsilon_i \right)$ if and only if $k \leq n$. For $\lambda = \sum_{a=1}^n \lambda_a e_a \in \Lambda_n$, we set $|\lambda| = \sum_{a=1}^n \lambda_a$. Let $\Lambda_n(d) = \{ \lambda \in \Lambda_n | |\lambda| = d \}$. The irreducible left (respectively right) $U_q(\mathfrak{gl}_n)$-module $L_\lambda$ (respectively $\hat{L}_\lambda$) is finite dimensional if $\lambda \in \Lambda_n$.

Of particular interest for us here is the contravariant vector module $V = L_{\epsilon_1}$. It has the standard basis $\{ v_a | 1 \leq a \leq n \}$ with the action of $U_q(\mathfrak{gl}_n)$ given by

\[ E_a v_b = \delta_{b,a+1} v_a, \]
\[ F_a v_b = \delta_{b,a} v_{a+1}, \]
\[ K_a v_b = [1 + (q-1) \delta_{ab}] v_b. \]

We shall denote by $\pi$ the irreducible $U_q(\mathfrak{gl}_n)$-representation relative to this basis. The tensor power $V^{\otimes k}$ of $V$ is completely reducible for any $k \in \mathbb{Z}_+$:

\[ V^{\otimes k} = \bigoplus_{\lambda \in \Lambda_n(k)} m_\lambda L_\lambda, \tag{2.1} \]

where $0 < m_\lambda \in \mathbb{Z}_+$ is the multiplicity of $L_\lambda$.

Let $U_q(\mathfrak{gl}_n)^0 := \{ f \in U_q(\mathfrak{gl}_n)^* | \ker f \text{ contains a cofinite ideal of } U_q(\mathfrak{gl}_n) \}$ denote the finite dual of the quantized enveloping algebra $U_q(\mathfrak{gl}_n)$. Standard Hopf algebra theory asserts \cite{Mon} that $U_q(\mathfrak{gl}_n)^0$ has the structure of a Hopf algebra induced by the Hopf algebra structure of $U_q(\mathfrak{gl}_n)$. Denote by $m_0$, $\Delta_0$, $\epsilon_0$, and $S_0$ the multiplication, comultiplication, co-unit and antipode of $U_q(\mathfrak{gl}_n)^0$ respectively.

Let $t_{ab}$, $1 \leq a, b \leq n$, be the matrix elements of the contravariant vector representation of $U_q(\mathfrak{gl}_n^0)$ relative to the standard basis. That is, the $t_{ab}$ are elements of the dual space $U_q(\mathfrak{gl}_n)^*$ of $U_q(\mathfrak{gl}_n)$ defined by

\[ xv_a = \sum_b (t_{ba}, x) v_b, \quad \forall x \in U_q(\mathfrak{gl}_n), \tag{2.2} \]

where $(\cdot, \cdot)$ represents dual space pairing. Clearly the matrix elements of any finite-dimensional representation of $U_q(\mathfrak{gl}_n)$ belong to $U_q(\mathfrak{gl}_n)^0$. In particular, $t_{ab} \in U_q(\mathfrak{gl}_n)^0$, $\forall a, b$. Under the co-multiplication of $U_q(\mathfrak{gl}_n)^0$, we have

\[ \Delta_0(t_{ab}) = \sum_c t_{ac} \otimes t_{cb}. \]

**Definition 2.1.** Denote by $T_q(\mathfrak{gl}_n)$ the subbialgebra of $U_q(\mathfrak{gl}_n)^0$ generated by the $t_{ab}$, $1 \leq a, b \leq n$. 
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Any finite-dimensional left \( U_q(\mathfrak{gl}_n) \)-module has a natural right \( U_q(\mathfrak{gl}_n)^0 \)-co-
module structure. In particular, if \( \{ w_\alpha^{(\lambda)} | \alpha = 1, 2, ..., \dim L_\lambda \} \) is any basis of the finite-
dimensional irreducible \( U_q(\mathfrak{gl}_n) \)-module \( L_\lambda \), then the right \( U_q(\mathfrak{gl}_n)^0 \)-co-
module action \( L_\lambda \to L_\lambda \otimes U_q(\mathfrak{gl}_n)^0 \) is given by \( w_\alpha^{(\lambda)} \mapsto t^{(\lambda)}_{\beta \alpha} \), where the \( t^{(\lambda)}_{\beta \alpha} \)
are the matrix elements of the \( U_q(\mathfrak{gl}_n) \)-representation associated to \( L_\lambda \) relative to the
given basis. If \( \lambda \in \Lambda_n \), then it follows from (2.1) that all the \( t^{(\lambda)}_{\alpha \beta} \) belong to \( T_q(\mathfrak{gl}_n) \). Furthermore, Burnside’s theorem implies that the matrix elements of all
the irreducible representations of \( U_q(\mathfrak{gl}_n) \) with highest weights in \( \Lambda_n \) are linearly
independent. Thus

**Proposition 2.1.** \( \{ t^{(\lambda)}_{\beta \alpha} | 1 \leq \alpha, \beta \leq \dim L_\lambda, \lambda \in \Lambda_n \} \) forms a basis of \( T_q(\mathfrak{gl}_n) \).

This will be called a Peter-Weyl basis of \( T_q(\mathfrak{gl}_n) \).

Below we give a more explicit description of the bialgebra \( T_q(\mathfrak{gl}_n) \) in terms of
generators and relations following [FRT, Ta]. Let \( R \) be the \( R \)-matrix associated with
the irreducible \( U_q(\mathfrak{gl}_n) \)-representation \( \pi \) furnished by the module \( V \) in the standard basis:

\[
R := 1 + \sum_{a=1}^n (q - 1) e_{aa} \otimes e_{aa} + (q - q^{-1}) \sum_{a < b} e_{ab} \otimes e_{ba}.
\]

\( R \) satisfies the quantum Yang-Baxter equation, and also the following commutation
relation:

\[
(\pi \otimes \pi) \Delta(x) = (\pi \otimes \pi) \Delta'(x) R, \quad \forall x \in U_q(\mathfrak{gl}_n),
\]

where \( \Delta' \) is the opposite co-multiplication of \( U_q(\mathfrak{gl}_n) \).

**Definition 2.2** (FRT). Let \( C_q[X_{ab}] \) be the unital associative algebra over \( \mathbb{C}(t) \)
generated by \( X_{ab}, 1 \leq a, b \leq n, \) subject to the following relations:

\[
R_{12} X_1 X_2 = X_2 X_1 R_{12},
\]

where \( R_{12} = R \otimes 1, X_1 = \sum_{a,b} e_{ab} \otimes 1 \otimes X_{ab}, X_2 = \sum_{a,b} 1 \otimes e_{ab} \otimes X_{ab} \).

As is well known, \( C_q[X_{ab}] \) has the structure of a bialgebra, with the comultiplication
\( \Delta_0(X_{ab}) = \sum c_{ac} \otimes X_{cb} \), and co-unit \( \epsilon_0(X_{ab}) = \delta_{ab} \).

Introduce an order \( > \) for the pairs \((a, b), 1 \leq a, b \leq n, \) such that \((a, b) > (a+k, c),\n(a, b+k) > (a, b), \) if \( k \) is a positive integer. Let \( X^{(k)} = \prod_{a,b} (X_{ab})^{k_{ab}} \), where the
product is arranged according to the order \( > \) of the indices of \( X \)'s in such a way
that \( X_{ab} \) is positioned in front of \( X_{cd} \) if \((a, b) > (c, d) \). The \( k \in \mathbb{Z}^2 \) appearing in
the superscript of \( X^{(k)} \) denotes the square matrix \( (k_{ab})_{a,b=1}^n \). Set \( |k| = \sum_{a,b} k_{ab} \).
The following lemma is well known. It is an immediate consequence of the defining
relations (2.4).

**Lemma 2.1.** The monomials \( X^{(k)}, \ k \in \mathbb{Z}^2, \) form a basis of \( C_q[X_{ab}] \).

The following result was established in [Ta]:

**Theorem 2.1** ([Ta]). The following map defines a bialgebra isomorphism:

\[
i : C_q[X_{ab}] \to T_q(\mathfrak{gl}_n), \quad X^{(k)} \mapsto T^{(k)} := \prod_{a,b} (t_{ab})^{k_{ab}}.
\]
3. Multiplicity free actions

Let $\Theta = \{1, 2, ..., m\}, m \leq n$. We consider a number of Hopf subalgebras of $\mathbb{U}_q(\mathfrak{gl}_n)$ related to $m$. One is $\mathbb{U}_q(\mathfrak{gl}_m)$ generated by the elements of the following set: $S = \{K_{i}^{\pm 1}, 1 \leq i \leq m; E_j, F_j, 1 \leq j < m\}$. We also have two parabolic Hopf subalgebras $\mathbb{U}_q(p_+)$ and $\mathbb{U}_q(p_-)$, where $\mathbb{U}_q(p_+)$ is generated by the elements of $S \cup \{E_{\mu - 1}, K_{\mu}^{\pm 1}, \mu > m\}$, and $\mathbb{U}_q(p_-)$ by the elements of $S \cup \{F_{\mu - 1}, K_{\mu}^{\pm 1}, \mu > m\}$. Both Hopf subalgebras are graded by the Abelian group $\Gamma = \bigoplus T$, where we have used Sweedler’s notation for the comultiplication of $\mathbb{U}_q$.

There exist natural actions of $\mathbb{U}_q$ on $T_q(\mathfrak{gl}_n)$ which preserve the algebraic structure of $T_q(\mathfrak{gl}_n)$ in the sense that the multiplication and unit of $T_q(\mathfrak{gl}_n)$ are $\mathbb{U}_q(\mathfrak{gl}_n)$-module homomorphisms. Such actions are best described by the notion of module algebras over bi-algebras, which we recall presently.

**Definition 3.1 (Mou).** Let $H$ be a bi-algebra. An associative algebra $A$ is called a left module algebra over $H$ if

1. the underlying vector space of $A$ is a left $H$-module, and
2. the multiplication $m : A \otimes A \to A$ and unit $1_A : \mathbb{C} \to A$ of $A$ are $H$-module homomorphisms,

where the $H$-module structure of $A \otimes A$ is defined with respect to the comultiplication of $H$, and $\mathbb{C}$ is regarded as the $H$-module associated to the 1-dimensional representation given by the co-unit of $H$.

A left module algebra over $H^{opp}$ is also called a right module algebra over $H$, where $H^{opp}$ denotes the bialgebra which has the same coalgebraic structure but the opposite algebraic structure to that of $H$.

It is easy to show that $T_q(\mathfrak{gl}_n)$ forms a left module algebra over $\mathbb{U}_q(\mathfrak{gl}_n)$ under the following left action:

$$\Phi : \mathbb{U}_q(\mathfrak{gl}_n) \otimes T_q(\mathfrak{gl}_n) \to T_q(\mathfrak{gl}_n),$$

$$x \otimes f \mapsto \sum_{(f)} f_{(1)} \langle f_{(2)}, x \rangle,$$

where we have used Sweedler’s notation for the comultiplication of $f \in T_q(\mathfrak{gl}_n)$:

$$\Delta(f) = \sum_{(f)} f_{(1)} \otimes f_{(2)}.$$ 

Similarly, under the following right action:

$$\tilde{\Psi} : T_q(\mathfrak{gl}_n) \otimes \mathbb{U}_q(\mathfrak{gl}_n) \to T_q(\mathfrak{gl}_n),$$

$$f \otimes x \mapsto \sum_{(f)} \langle f_{(1)}, x \rangle f_{(2)},$$

$T_q(\mathfrak{gl}_n)$ forms a right module algebra over $\mathbb{U}_q(\mathfrak{gl}_n)$. Closely related to $\tilde{\Psi}$ is the following left $\mathbb{U}_q(\mathfrak{gl}_n)$-action on $T_q(\mathfrak{gl}_n)$:

$$\Psi : \mathbb{U}_q(\mathfrak{gl}_n) \otimes T_q(\mathfrak{gl}_n) \to T_q(\mathfrak{gl}_n),$$

$$x \otimes f \mapsto \sum_{(f)} \langle f_{(1)}, S(x) \rangle f_{(2)}.$$
\[ T_q(\mathfrak{gl}_n) \] forms a left \( U_q(\mathfrak{gl}_n) \)-module algebra under \( \Psi \) with respect to the opposite comultiplication of \( U_q(\mathfrak{gl}_n) \). It is obvious but important to observe that the action \( \Phi \) commutes with \( \Psi \) and \( \tilde{\Psi} \). Also these actions naturally restrict to actions of the subalgebras \( U_q(\mathfrak{gl}_m) \), \( U_q(\mathfrak{p}^+) \) and \( U_q(\mathfrak{p}^-) \) on \( T_q(\mathfrak{gl}_n) \).

Below we shall use the following notation. For any \( f \in T_q(\mathfrak{gl}_n) \), \( x \in U_q(\mathfrak{gl}_n) \),

\[ \Psi_x(f) := \Psi(x \otimes f), \quad \Phi_x(f) := \Phi(x \otimes f), \quad \tilde{\Psi}_x(f) := \tilde{\Psi}(f \otimes x). \]

**Definition 3.2.**

\[ R^{[n]}_m := \{ f \in T_q(\mathfrak{gl}_n) | \Psi_{K^{\pm 1}}(f) = f, \quad c > m, \quad \Psi_x(f) = 0, \quad x \in U_q(\mathfrak{p}^-) \}. \]

**Lemma 3.1.** The following set forms a basis of \( R^{[n]}_m \):

\[ \left\{ \prod_{1 \leq i \leq m, 1 \leq b \leq n} (t_{ib})^{k_{ib}} | k_{ib} \in \mathbb{Z}_+ \right\}. \]

**Proof.** Observe that \( T^{[k]} = i(X^{[k]}) \in R^{[n]}_m \) if and only if it belongs to this set. Now the lemma follows from Theorem 2.1. \( \square \)

**Theorem 3.1.** (1) \( R^{[n]}_m \) forms a left module algebra over \( U_q(\mathfrak{gl}_n) \) under the action \( \Phi \), and also forms a right module algebra over \( U_q(\mathfrak{gl}_m) \) under the action \( \tilde{\Psi} \).

(2) \( \Phi(U_q(\mathfrak{gl}_n)) \) and \( \tilde{\Psi}(U_q(\mathfrak{gl}_m)) \) are mutual centralizers in \( \text{End}_{C(t)}(R^{[n]}_m) \). Furthermore, with respect to the joint action \( \Phi \otimes \tilde{\Psi} \) of \( U_q(\mathfrak{gl}_n) \otimes U_q(\mathfrak{gl}_m) \),

\[ R^{[n]}_m \cong \bigoplus_{\lambda \in \Lambda_m} L_{\lambda} \otimes \tilde{L}^{(0)}_{\lambda}, \]

where \( \tilde{L}^{(0)}_{\lambda} \) denotes the irreducible right \( U_q(\mathfrak{gl}_m) \)-module with highest weight \( \lambda \in \Lambda_m \).

**Proof.** Consider part (1) first. Let

\[ C^- := \left( \bigoplus_{a > m} [\mathbb{C}(t)(K_a - 1) \oplus \mathbb{C}(t)(K_a^{-1} - 1)] \right) \bigoplus U_q(\mathfrak{p}^-), \]

which forms a two-sided co-ideal of \( U_q(\mathfrak{gl}_n) \). For any \( f, g \in R^{[n]}_m \),

\[ \Psi_x(fg) = \sum_{(x)} \Psi_{x_{(1)}}(f)\Psi_{x_{(2)}}(g) = 0, \quad \forall x \in C^- . \]

Thus, \( fg \) belongs to \( R^{[n]}_m \), that is, \( R^{[n]}_m \) forms a subalgebra of \( T_q(\mathfrak{gl}_n) \).

Since the left actions \( \Phi \) and \( \Psi \) commute, \( R^{[n]}_m \) clearly forms a left \( U_q(\mathfrak{gl}_n) \)-module under \( \Phi \). Consider \( \tilde{\Psi}(u)(f) = \sum (f_{(1)}, u)f_{(2)} \) for \( u \in U_q(\mathfrak{gl}_m) \) and \( f \in R^{[n]}_m \). Now

\[ \Psi_K \tilde{\Psi}_u(f) = \tilde{\Psi}_{K^{-1}uK^{-1}}(f) = \tilde{\Psi}_u(f), \quad c > m, \]
\[ \Psi_x \tilde{\Psi}_u(f) = \Psi_{xS^{-1}(u)}(f) = 0, \quad x \in U_q(\mathfrak{p}^-), \]

where in the last equation we have used the fact that \( xS^{-1}(u) \in U_q(\mathfrak{p}^-) \). Thus \( R^{[n]}_m \) forms a right \( U_q(\mathfrak{gl}_m) \)-module under the action \( \tilde{\Psi} \). The \( \Phi(U_q(\mathfrak{gl}_n)) \) and \( \tilde{\Psi}(U_q(\mathfrak{gl}_m)) \) clearly preserve the algebraic structure of \( R^{[n]}_m \) in the sense of Definition 3.1. This completes the proof of part (1).

Now we prove the decomposition (3.1). This requires some preparation. Let \( L^{(0)}_{\lambda} \) be an irreducible finite-dimensional \( U_q(\mathfrak{p}^-) \)-module with highest weight \( \lambda \). Then
\( L^{(0)} \) is irreducible with respect to \( U_q(\mathfrak{gl}_m) \subset U_q(p_-) \), and the elements of \( U_q(p_-)^- \) act on \( L^{(0)}_\lambda \) by zero. Let
\[
(3.2) \quad \mathcal{O}_\lambda := \{ \zeta \in L^{(0)}_\lambda \otimes T_q(\mathfrak{gl}_n) | (\text{id} \otimes \Psi_p)\zeta = (S(p) \otimes \text{id})\zeta, \ \forall p \in U_q(p_-) \}.
\]

**Proposition 3.1.** \( \mathcal{O}_\lambda \) forms a left \( U_q(\mathfrak{gl}_n) \)-module under the action
\[
U_q(\mathfrak{gl}_n) \otimes \mathcal{O}_\lambda \rightarrow \mathcal{O}_\lambda, \quad x \otimes \zeta \mapsto (\text{id} \otimes \Phi_x)\zeta,
\]
and \( \mathcal{O}_\lambda \cong \bigoplus_{\lambda \in \Lambda_m} m_\lambda L^{(0)}_{\mu(\lambda)} \otimes \left( L^{(0)}_\lambda \right)^* \),
where \( \left( L^{(0)}_\lambda \right)^* \) is the dual vector space of the left \( U_q(\mathfrak{gl}_m) \)-module \( L^{(0)}_\lambda \), which has a natural left \( U_q(\mathfrak{gl}_m) \)-module structure. The \( m_\lambda \in \mathbb{Z}_+ \) is the multiplicity of the irreducible \( U_q(\mathfrak{gl}_n) \otimes U_q(\mathfrak{gl}_m) \)-module \( L^{(0)}_{\mu(\lambda)} \otimes \left( L^{(0)}_\lambda \right)^* \) in \( \mathcal{R}(n)_m \), and \( \mu(\lambda) \in \Lambda_n \) depends on \( \lambda \). Take an irreducible \( U_q(\mathfrak{gl}_m) \)-module \( L^{(0)}_\nu \), \( \nu \in \Lambda_m \), which can be extended to a unique \( U_q(p_-) \)-module with \( K_c, c > m \), acting by the identity map, and \( E_{c-1}, c > m \), acting by zero. We can therefore construct an \( \mathcal{O}_\nu \) from \( L^{(0)}_\nu \). It is easy to see that
\[
\mathcal{O}_\nu = \left( L^{(0)}_\nu \otimes \mathcal{R}(n)_m \right)^{U_q(\mathfrak{gl}_m)},
\]
where the \( U_q(\mathfrak{gl}_m) \)-action is defined by \( x(v \otimes f) = \sum_{(x)} x(1)v \otimes \Psi_x(f) \), for all \( x \in U_q(\mathfrak{gl}_m), v \otimes f \in L^{(0)}_\nu \otimes \mathcal{R}(n)_m \). The Borel-Weil Theorem (Proposition 3.1) forces
\[
m_\lambda = 1, \quad \mu(\lambda) = \lambda, \quad \forall \lambda \in \Lambda_m.
\]
Thus with respect to \( \Phi(U_q(\mathfrak{gl}_n)) \otimes \tilde{\Psi}(U_q(\mathfrak{gl}_m)) \),
\[
\mathcal{R}(n)_m \cong \bigoplus_{\lambda \in \Lambda_m} L_\lambda \otimes \left( L^{(0)}_\lambda \right)^*.
\]
This is equivalent to (3.1) with respect to \( \Phi(U_q(\mathfrak{gl}_n)) \otimes \tilde{\Psi}(U_q(\mathfrak{gl}_m)) \) since the antipode \( S \) of \( U_q(\mathfrak{gl}_n) \) is invertible.

The decomposition (3.1) implies that \( \Phi(U_q(\mathfrak{gl}_n)) \) and \( \tilde{\Psi}(U_q(\mathfrak{gl}_m)) \) are mutual centralizers in \( \text{End}_{C(t)}(\mathcal{R}(n)_m) \).

The \( m = n \) case of the theorem leads to

**Corollary 3.1.** As a \( U_q(\mathfrak{gl}_n) \otimes U_q(\mathfrak{gl}_n) \)-module under the joint action \( \Phi \otimes \tilde{\Psi} \),
\[
T_q(\mathfrak{gl}_n) \cong \bigoplus_{\lambda \in \Lambda_n} L_\lambda \otimes \tilde{L}_\lambda.
\]
This is also an immediate consequence of Proposition 2.1.
Definition 3.3. 
\[ \mathcal{L}_m^{[n]} := \{ f \in T_q(\mathfrak{gl}_n) | \Phi_{k_{<1}}(f) = f, \ c > m, \ \Phi_x(f) = 0, \ x \in U_q(p_+) \}. \]

Similar to the discussions on \( R_m^{[n]} \), we have the following results.

Lemma 3.2. The following set forms a basis of \( \mathcal{L}_m^{[n]} \):
\[ \left\{ \prod_{1 \leq i \leq m, 1 \leq b \leq n} (t^{b_i})^{k_{b_i}} \mid k_{b_i} \in \mathbb{Z}_+ \right\}. \]

Theorem 3.2. (1) \( \mathcal{L}_m^{[n]} \) forms a left module algebra over \( U_q(\mathfrak{gl}_m) \) under the action \( \Phi \), and also forms a right module algebra over \( U_q(\mathfrak{gl}_n) \) under the action \( \tilde{\Psi} \).

(2) With respect to the joint action \( \Phi \otimes \tilde{\Psi} \) of \( U_q(\mathfrak{gl}_m) \otimes U_q(\mathfrak{gl}_n) \),
\[ \mathcal{L}_m^{[n]} \cong \bigoplus_{\lambda \in \Lambda_m} L_{\lambda}^{(0)} \otimes L_{\lambda}. \]

The theorem can be proven in a way similar to the proof of Theorem 3.1. The following result will be of crucial importance. An irreducible \( U_q(\mathfrak{gl}_m) \)-module \( L_{\lambda}^{(0)} \) with highest weight \( \lambda \) extends to a unique \( U_q(p_+) \)-module with \( U_q(p_+) \) acting by zero. Let \( \tilde{\lambda} \) denote the lowest weight of \( L_{\lambda}^{(0)} \). Define
\[ \tilde{\mathcal{O}}_{\lambda} := \{ \zeta \in L_{\lambda}^{(0)} \otimes T_q(\mathfrak{gl}_n) | (\text{id} \otimes \Phi_p) \zeta = (S(p) \otimes \text{id}) \zeta, \ \forall p \in U_q(p_+) \}. \]

Proposition 3.2. \( \tilde{\mathcal{O}}_{\lambda} \) forms a right \( U_q(\mathfrak{gl}_n) \)-module under the action
\[ \tilde{\mathcal{O}}_{\lambda} \otimes U_q(\mathfrak{gl}_n) \to \tilde{\mathcal{O}}_{\lambda}, \quad x \otimes \zeta \mapsto (\text{id} \otimes \tilde{\Psi}_x) \zeta, \]
and \( \tilde{\mathcal{O}}_{\lambda} \cong \left\{ \begin{array}{ll} \tilde{L}_{-\tilde{\lambda}}, & -\tilde{\lambda} \in \Lambda_n, \\ 0, & \text{otherwise}. \end{array} \right. \)

Remark. This is a variant of the quantum Borel-Weil theorem \cite{APW, PW, GZ} and easily follows \cite{GZ} from Proposition 2.1.

Definition 3.4. 
\[ V_{m,n} := \left\{ \begin{array}{ll} R_m^{[n]}, & m \leq n, \\ L_m^{[n]}, & m \geq n. \end{array} \right. \]

Combining Theorems 3.1 and 3.2 we arrive at the quantum Howe duality, Theorem 1.1.

4. Howe duality implies Schur duality

We adapt the definition of the \( q \)-Weyl group of \cite{KR} to the Jimbo setting of quantized enveloping algebras. Denote by \( \mathcal{M} \) the set of finite-dimensional \( U_q(\mathfrak{gl}_n) \)-modules of type I. Every \( M \in \mathcal{M} \) is semisimple, i.e., \( M = \bigoplus L_\lambda \otimes M_\lambda \). Let \( \text{Aut}(\mathcal{M}) \) be the set consisting of the automorphisms of the underlying \( \mathbb{C}(t) \)-vector spaces of all the elements of \( \mathcal{M} \). Let \( G \) be the set of the maps \( \sigma : \mathcal{M} \to \text{Aut}(\mathcal{M}) \) such that \( \sigma(M) : M \to M \), and are of the form
\[ \sigma(M) = \sum \sigma(L_\lambda) \otimes \text{id}_{M_\lambda}, \]
for any $M = \bigoplus L_\lambda \otimes M_\lambda \in \mathcal{M}$. Therefore, a $\sigma \in \mathcal{G}$ is uniquely determined once $\sigma(L_\lambda)$ are given for all $L_\lambda \in \mathcal{M}$. Clearly, the diagram

$$
\begin{array}{ccc}
M & \xrightarrow{\sigma(M)} & M \\
\alpha & \downarrow & \downarrow \alpha \\
M' & \xrightarrow{\sigma(M')} & M'
\end{array}
$$

commutes for any morphism $\alpha : M \to M'$ of finite-dimensional $U_q(\mathfrak{gl}_n)$-modules of type I. Furthermore, $\mathcal{G}$ forms a group, with the multiplication $(\sigma, \sigma') \mapsto \sigma \sigma'$ and inverse map $\sigma \mapsto \sigma^{-1}$, respectively, defined by $(\sigma \sigma')(M) = \sigma(M) \sigma'(M)$, and $\sigma^{-1}(M) = (\sigma(M))^{-1}$, for all $M \in \mathcal{M}$. The identity of this group is the map $M \mapsto \text{id}_M$, $\forall M$. The $q$-Weyl group $\mathcal{W}_q(n)$ of $U_q(\mathfrak{gl}_n)$ is a subgroup of $\mathcal{G}$ which we now define.

Let $U_{(j,c)}$ be the type I irreducible $U_q(\mathfrak{gl}_2)$-module with the highest weight $(j + c)\varepsilon_1 + (j - c)\varepsilon_2 \in \mathbb{Z} \varepsilon_1 \oplus \mathbb{Z} \varepsilon_2$ such that $j \in \mathbb{Z} / 2$. Consider a basis $\{u_{m,(j,c)}^{(j,c)} | m = j, j - 1, ..., 1 - j, j\}$ of $U_{(j,c)}$ defined by

$$
\begin{align*}
K_1 u_{m,(j,c)}^{(j,c)} &= q^{c-m} u_{m+1,(j,c)}^{(j,c)}, \\
K_2 u_{m,(j,c)}^{(j,c)} &= q^{c-m} u_{m-1,(j,c)}^{(j,c)}, \\
E_1 u_{m,(j,c)}^{(j,c)} &= (j + m + 1)[j - m] u_{m+1,(j,c)}^{(j,c)}, \\
F_1 u_{m,(j,c)}^{(j,c)} &= u_{m-1,(j,c)}^{(j,c)}.
\end{align*}
$$

(4.2)

where $[j] = \frac{q^j - q^{-j}}{q - q^{-1}}$. (Recall that $q = t^2$.) Define an automorphism $w_{(j,c)}$ of $U_{(j,c)}$ by

$$
w_{(j,c)} u_{m,(j,c)}^{(j,c)} = (-1)^{j-m} t^{-2j(1) - 2c^2 [j - m]} u_{m,(j,c)}^{(j,c)}.
$$

(4.3)

**Remark.** Let $\mathcal{A} = \mathbb{C}[t, t^{-1}]$ be the subring of $\mathbb{C}(t)$ consisting of the Laurent polynomials in $t$. Then $w_{(j,c)}$ defines an automorphism of the free $\mathcal{A}$-module $U_{(j,c)}^\mathcal{A}$ with basis $\{u_{m,(j,c)}^{(j,c)}\}$.

Let $U_q^a(\mathfrak{gl}_2)$ be the subalgebra of $U_q(\mathfrak{gl}_n)$ generated by $E_a, F_a, K_a^{\pm 1}$ and $K_a^{\pm 1}$, for a fixed $a < n$. Corresponding to every $U_q^a(\mathfrak{gl}_2)$, we define a $w_a \in \mathcal{G}$ in the following way. Any irreducible $U_q^a(\mathfrak{gl}_n)$-module $L_\lambda \in \mathcal{M}$ restricts to a semisimple $U_q^a(\mathfrak{gl}_2)$-module, $L_\lambda = \bigoplus U^{(j,c)} \otimes Z^{(j,c)}$, where $U^{(j,c)}$ is the irreducible $U_q^a(\mathfrak{gl}_2)$-module defined by (4.2). We define $w_a(L_\lambda) := \sum w_{(j,c)} \otimes id_{Z^{(j,c)}}$, and extend $w_a$ to an element of $\mathcal{G}$ through (4.1).

**Definition 4.1.** The $q$-Weyl group $\mathcal{W}_q(n)$ of $U_q(\mathfrak{gl}_n)$ is the subgroup of $\mathcal{G}$ generated by the $w_a$ and $(w_a)^{-1}$, $a = 1, 2, ..., n - 1$.

**Remark.** $\mathcal{W}_q(n)$ is a slight modification of the $q$-Weyl group of $U_q(\mathfrak{gl}_n)$ given in [KR] because of the inclusion of $c$ in (4.3). Both $q$-Weyl groups have essentially the same properties.

**Remark.** A $q$-Weyl group can also be defined with respect to right $U_q(\mathfrak{gl}_n)$-modules in the obvious way. Results parallel to Theorem 4.1 and Proposition 4.1 below hold for the right module version of the $q$-Weyl group.
For a finite dimensional type I $\mathcal{U}_q(\mathfrak{gl}_n)$-module $M$, we define

\[(M)_0 := \{v \in M | (K_a - q)v = 0, \forall a \},\]

and call it the space of zero weight vectors of $M$. Clearly $(M)_0$ is stable under all the $w_v(M)$, thus forms a $\mathcal{W}_q(n)$-submodule of $M$. Since each finite-dimensional $\mathcal{U}_q(\mathfrak{gl}_n)$-module of type I is isomorphic to the tensor product of a one-dimensional $\mathcal{U}_q(\mathfrak{gl}_n)$-module with an $L_\lambda$, $\lambda \in \Lambda_n$, the study of the $\mathcal{W}_q(n)$-modules $(M)_0$ essentially reduces to studying $(V^{\otimes k})_0$, $k \in \mathbb{Z}_+$, where $V$ is the contravariant vector $\mathcal{U}_q(\mathfrak{gl}_n)$-module. Note that $(V^{\otimes k})_0 = 0$ unless $k = n$.

The $\mathbb{C}(t)$-space $(V^{\otimes n})_0$ has a basis $\{v_{\sigma(1)} \otimes v_{\sigma(2)} \otimes ... \otimes v_{\sigma(n)} | \sigma \in \mathfrak{S}_n \}$, where $\mathfrak{S}_n$ is the symmetric group on $n$ letters. Denote the action of the $q$-Weyl group on $(V^{\otimes n})_0$ by $\tau : \mathcal{W}_q(n) \times (V^{\otimes n})_0 \rightarrow (V^{\otimes n})_0$.

**Theorem 4.1.** $\mathbb{C}(t)\tau(\mathcal{W}_q(n))$ is a homomorphic image of the Hecke algebra $\mathcal{H}_a(n)$.

More explicitly,

\[
\tau(w_a)\tau(w_b) = \tau(w_b)\tau(w_a), \quad |a - b| > 1,
\]

\[
\tau(w_a)\tau(w_{a+1})\tau(w_a) = \tau(w_{a+1})\tau(w_a)\tau(w_{a+1}),
\]

\[
(q^2\tau(w_a) - q)(q^2\tau(w_a) + q^{-1}) = 0, \quad \forall a.
\]

**Proof.** It can be easily deduced from results of [KR] (or from the formulae (1.6) below) that the $w_a$ obey the relations of the braid group of type $A$. Thus we only need to prove the quadratic relations (1.6). Fix an index $a$; then $(V^{\otimes n})_0$ is spanned by the zero weight vectors of copies of the $\mathcal{U}_q^n(\mathfrak{gl}_2)$-modules $U^{(1,1)}$ and $U^{(0,1)}$. Acting on $(U^{(1,1)})_0$ and $(U^{(0,1)})_0$, $w_a$ takes eigenvalues $-q^3$ and $q^{-1}$ respectively. Hence the quadratic relations (1.6).

We can describe the action of $\mathcal{W}_q(n)$ on $(V^{\otimes n})_0$ more explicitly. Consider vectors $\zeta_a$, $\eta_a \in (V^{\otimes n})_0$ of the form $\zeta_a := X \otimes v_0 \otimes Y \otimes v_{a+1} \otimes Z$ and $\eta_a := X \otimes v_{a+1} \otimes Y \otimes v_a \otimes Z$. We have

\[
q^2\tau(w_a)(\zeta_a) = (q - q^{-1})\zeta_a - \eta_a,
\]

\[
q^2\tau(w_a)(\eta_a) = -\zeta_a.
\]

**Remark.** Using the formulae (1.7) one can easily prove Theorem 4.1 by direct computations.

When $q$ is specialized to 1, the action of $\mathcal{W}_q(n)$ on $(V^{\otimes n})_0$ reduces to that of the symmetric group $\mathfrak{S}_n$. To explain this in more precise terms, we consider the free module $V_\mathcal{A}$ over $\mathcal{A}$ ($\mathcal{A} = \mathbb{C}[t, t^{-1}]$) generated by the elements of the standard basis $\{v_a | a = 1, 2, ..., n \}$ of $V$. Denote by $V_\mathcal{A}^{\otimes n}$ the $n$-th power of $V_\mathcal{A}$ over $\mathcal{A}$. Set $(V_\mathcal{A}^{\otimes n})_0 := \{w \in V_\mathcal{A}^{\otimes n} | (K_a - q)w = 0, \forall a \}$, which is a free $\mathcal{A}$-module. Because of the remark following equation (4.5), $(V_\mathcal{A}^{\otimes n})_0$ is invariant under $\mathcal{W}_q(n)$. Introduce to $\mathcal{C}$ the following $\mathcal{A}$-module structure: $\psi : \mathcal{A} \otimes \mathbb{C} \rightarrow \mathcal{C}$, $a(t) \otimes 1 \mapsto a(1)$. We define $\mathcal{A}\mathcal{W}_q(n) \otimes_A \mathbb{C}$ and $(V_\mathcal{A}^{\otimes n})_0 \otimes_A \mathbb{C}$ using $\psi$, and consider the action of $\mathcal{A}\mathcal{W}_q(n) \otimes_A \mathbb{C}$ on $(V_\mathcal{A}^{\otimes n})_0 \otimes_A \mathbb{C}$. Let $i_k$, $k = 1, 2, ..., n$, be distinct elements of $\{1, 2, ..., n \}$. We have

\[-w_a \otimes 1 : v_{i_1} \otimes v_{i_2} \otimes ... \otimes v_{i_n} \otimes 1 \mapsto v_{s_a(i_1)} \otimes v_{s_a(i_2)} \otimes ... \otimes v_{s_a(i_n)} \otimes 1,
\]

where $s_a \in \mathfrak{S}_n$ permutes $a$ and $a + 1$ while leaving the other elements of $\{1, 2, ..., n \}$ unchanged.
Proposition 4.1. Assume that $L_\lambda$ is an irreducible $U_q(\mathfrak{gl}_n)$-module of type I with highest weight $\lambda \in \Lambda_n(n)$. Then the space of zero weight vectors $(L_\lambda)_0$ forms the irreducible $\mathcal{H}_q(n)$-module determined by the partition corresponding to $\lambda$. Also, every irreducible $\mathcal{H}_q(n)$-module is isomorphic to an $(L_\lambda)_0$ with $\lambda \in \Lambda_n(n)$.

Proof. Since any type I irreducible $U_q(\mathfrak{gl}_n)$-module $L_\lambda$ with highest weight $\lambda \in \Lambda_n(n)$ can be embedded into $V^{\otimes n}$, and this is also an embedding of $\mathbb{C}(t) \mathcal{W}_q(n)$-modules, we only need to consider the case when $L_\lambda$ is an irreducible $U_q(\mathfrak{gl}_n)$-submodule of $V^{\otimes n}$. Let $L_{\lambda, A} := V_A^{\otimes n} \cap L_\lambda$, and $(L_{\lambda, A})_0 := V_A^{\otimes n} \cap (L_\lambda)_0$, where $V_A^{\otimes n}$ is regarded as a subset of $V^{\otimes n}$. Now we specialize $t$ to 1 by using $\psi$. It follows from results of Lusztig and Rosso (see [CP]) on quantized enveloping algebras at generic $q$ that

$$(L_{\lambda, A})_0 \otimes_A C \cong (L_\lambda)_0,$$

where $L_\lambda^0$ is the irreducible $\mathfrak{gl}_n$-module with highest weight $\lambda$, and $(L_\lambda)_0$ is the space of zero weight vectors of $L_\lambda^0$. It is known that $(L_\lambda)_0$ forms the irreducible $\mathfrak{S}_n$-module characterized by the partition corresponding to $\lambda$. (This result is due to Schur. Modern treatments of it can be found in, e.g., [H] and [Kdl]). Since $\dim_{\mathbb{C}(t)} (L_\lambda)_0 = \dim_{\mathbb{C}} (L_\lambda^0)_0$, and any $\mathcal{H}_q(n)$-submodule of $(L_\lambda)_0$ would give rise to an $\mathfrak{S}_n$-submodule of $(L_\lambda^0)_0$, we conclude that $(L_\lambda)_0$ is irreducible with respect to $\mathcal{H}_q(n)$. By recalling the fact (see [Ma]) that $\mathcal{H}_q(n)$ and $\mathbb{C}(t) \mathfrak{S}_n$ are isomorphic as associative algebras and are semisimple, we easily see that $(L_\lambda)_0$ is the irreducible left $\mathcal{H}_q(n)$-module $S_\lambda$ determined by the partition corresponding to $\lambda$. The $S_\lambda$, $\forall \lambda \in \Lambda_n(n)$, exhaust all the irreducible $\mathcal{H}_q(n)$-modules up to isomorphisms. \hfill \Box

We now derive from Theorem 4.1 Jimbo’s quantum Schur duality at generic $q$ [J], which amounts to the following statement.

Theorem 4.2. Let $V$ be the contravariant vector module over $U_q(\mathfrak{gl}_n)$. Then

$$(4.8) \quad V^{\otimes m} = \bigoplus_{\lambda \in \Lambda_n(m)} L_\lambda \otimes \tilde{M}_\lambda,$$

where $\tilde{M}_\lambda$ is the irreducible right $\mathcal{H}_q(m)$-module associated with $\lambda$.

Proof. We shall follow the same strategy as that of section 2.4.5.2 in [Ho]. Consider the space $(\mathcal{V}_{n,m})_{0, U_q(\mathfrak{gl}_m)}$ of zero $U_q(\mathfrak{gl}_m)$-weight vectors of $\mathcal{V}_{n,m}$ under the right action of $U_q(\mathfrak{gl}_m)$. As a left $U_q(\mathfrak{gl}_n)$-module, $(\mathcal{V}_{n,m})_{0, U_q(\mathfrak{gl}_m)}$ is isomorphic to $V^{\otimes m}$. Following Theorem 4.1

$$(4.8) \quad V^{\otimes m} = \bigoplus_{\lambda \in \Lambda_n(m)} I^{[m]}_\lambda \otimes (I^{[m]}_\lambda)_0,$$

where we have used the fact that $(I^{[m]}_\lambda)_0 \neq 0$ if and only if $|\lambda| = m$. The right module version of Proposition 4.1 immediately leads to what we seek to prove. \hfill \Box

5. Some remarks

Our proof of Theorem 4.1 makes essential use of the Peter-Weyl basis (Proposition 2.1) of $T_q(\mathfrak{gl}_n)$ via Propositions 3.1 and 3.2. When $q$ is specialized to a root of unity, Proposition 2.1 fails completely. However, $T_q(\mathfrak{gl}_n)$ is still well defined [PW], and so is also $\mathcal{V}_{n,m}$. It is clearly true that $\mathcal{V}_{m,n}$ forms a module algebra under the
left action $\Phi$ of $U_q(\mathfrak{gl}_m)$ and right action $\tilde{\Psi}$ of $U_q(\mathfrak{gl}_n)$, with the actions of the two quantum algebras commuting. Then a natural question is whether the following relations hold at roots of unity:

$$\Phi(U_q(\mathfrak{gl}_m))(V_{m,n}) = \text{End}_{U_q(\mathfrak{gl}_m)}(V_{m,n}),$$

$$\tilde{\Psi}(U_q(\mathfrak{gl}_n))(V_{m,n}) = \text{End}_{U_q(\mathfrak{gl}_m)}(V_{m,n}).$$

It is quite likely that the answer is affirmative in view of the fact [PW] that the actions of $U_q(\mathfrak{gl}_n)$ and $H_q(m)$ on $V^{\otimes m}$ are centralizers of each other in $\text{End}_C(V^{\otimes m})$ even at roots of unity.
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