ILL-POSEDNESS FOR THE ZAKHAROV SYSTEM
WITH GENERALIZED NONLINEARITY

H. A. BIAGIONI AND F. LINARES

Abstract. We study the ill-posedness question for the one-dimensional Zakharov system and a generalization of it in one and higher dimensions. Our point of reference is the criticality criteria introduced by Ginibre, Tsutsumi and Velo (1997) to establish local well-posedness.

1. Introduction

This note is concerned with the initial value problem associated to the Zakharov system

\begin{align}
    i\partial_t u + \Delta u &= n u, \quad x \in \mathbb{R}^d, \quad t \in \mathbb{R}, \\
    \Box n &= \Delta(|u|^2), \\
    (u, n, \partial_t n)(0) &= (u_0, n_0, n_1)
\end{align}

and generalizations of it (see (3.6)). The system in (1.1) appears as a model for the Langmuir turbulence in plasma (see [16]). Local and global well-posedness theory for the Zakharov system have been objects of extensive study by several authors in the last few years ([1], [2], [7], [9], [10], [12], [14]). Recently, Ginibre, Tsutsumi and Velo ([9]) have obtained local well-posedness results for low regularity data. This is the starting point of our study. We will focus on the one-dimensional case. Our purpose is to investigate the ill-posedness question for the initial value problem.

We give an example showing in what Sobolev spaces the associated initial value problem to the one-dimensional system (1.1) is indeed ill posed (Proposition 2.2). We use as a reference the criticality criteria given in [9]. In particular, our example shows that for the critical case, the IVP (1.1) is ill posed. This criticality criteria is not a standard one. Usually the criteria employed is the one given by a scaling argument. In [9] they modified the scaling argument due to the lack of homogeneity presented in the equations involved in the system (1.1).

We also deal with a generalization of (1.1) studied by Colliander in [8] (see (3.6) below). We give an example showing where ill-posedness has to occur. This result makes more precise the conditions guaranteeing the local well-posedness of this system (see Proposition 3.3).
The notion of well-posedness we will use along this work is the following: existence, uniqueness, persistence property and instead of continuous dependence of the solution upon the data we will require the mapping data, \( u_0 \rightarrow u(t) \), being uniformly continuous, where \( u(t) \) is the solution associated to the initial value problem. In case this last requirement is not satisfied we will say that the problem is ill posed.

Our approach is based on the ideas used by Kenig, Ponce and Vega [11] to show ill-posedness for the nonlinear Schrödinger, Korteweg-de Vries and modified Korteweg-de Vries equation. The main ingredient in their proof is the use of the invariance of the equations under some transformations and special solutions. Here we have to point out a previous work related to the ill-posedness for nonlinear dispersive equations. In [5] Birnir, Kenig, Ponce, Svanstedt and Vega established ill-posedness for the IVP associated to the generalized KdV. This result in particular shows the sharpness of the local well-posedness for that problem. In our case the latter method seems not to be applicable. The approach in [5] uses properties of the solitary wave solutions of the equation, say \( \phi(x - ct) \). The existence of such special functions for any speed of propagation \( c > 0 \) and the exponential decay are strongly applied. In [15] were found solitary wave solutions for the one-dimensional Zakharov system (2.2); however, the speed of propagation is restricted to a bounded interval. This fact prevents us from applying the argument in [5] for those solitary waves. The techniques in [11] and [5] have been applied successfully in other situations; see for instance [4].

In the next sections we will give an account of the results concerning the one-dimensional Zakharov system and the Zakharov system with generalized nonlinearity. In each case we compare the existing results with ours. The last section will be devoted to show Propositions 2.2 and 3.3.

2. Results regarding the 1D Zakharov system

We consider the initial value problem associated to the one-dimensional Zakharov system

\[
\begin{cases}
i \partial_t u + \partial_x^2 u = n u, \\
\square n = \partial_x^2(|u|^2), \\
(u, n, \partial_t n)(0) = (u_0, n_0, n_1)
\end{cases}
\]

where \( u \) is a complex-valued function and \( n \) a real-valued function.

Notion of criticality for the Zakharov system. For initial data \((u_0, n_0, n_1) \in H^k(\mathbb{R}^d) \oplus H^\ell(\mathbb{R}^d) \oplus H^{\ell-1}(\mathbb{R}^d)\), the critical values are

\[k = \frac{d}{2} - \frac{3}{2} \quad \text{and} \quad \ell = \frac{d}{2} - 2\]

where \( d \) denotes the dimension. Thus, in the one-dimensional case,

\[(2.3) \quad k = -1 \quad \text{and} \quad \ell = -\frac{3}{2},\]

see [9], p. 387. In particular the optimal relation between \( k \) and \( \ell \) is \( k - \ell = \frac{1}{2} \).

In [9] the following result in the one-dimensional case was proved.
Proposition 2.1. The Zakharov system \((2.2)\) is locally well posed for initial data \((u_0, n_0, n_1) \in H^k(\mathbb{R}) \oplus H^\ell(\mathbb{R}) \oplus H^{\ell-1}(\mathbb{R})\) provided

\[ -\frac{1}{2} < k - \ell \leq 1, \quad 2k \geq \ell + \frac{1}{2} \geq 0. \]  

The solutions satisfy

\[ (2.5) \quad (u, n, \partial_t n) \in C(H^k \oplus H^\ell \oplus H^{\ell-1}). \]

Note that the lowest allowed values of \((k, \ell)\) for fixed \(k - \ell\) are obtained for \(k - \ell = \frac{1}{2}\) and are given by \((k, \ell) = (0, -1/2)\).

In [9] a counterexample is provided showing that the second condition of \((2.4)\) is necessary in the functional framework of [9]. These results show a gap between the critical values in \((2.3)\) and \((2.4)\). We will prove that \((2.2)\) is ill posed for some values in that gap.

In the one-dimensional case, we have the following result for ill-posedness:

Proposition 2.2. The Zakharov system \((2.2)\) is ill posed in \(H^k \oplus H^\ell \oplus H^{\ell-1}, k < 0\) and \(\ell \leq -3/2\).

Remark 2.3. The proposition above shows that for the critical values given in \((2.3)\) the IVP \((2.2)\) is ill posed, but there is still a gap between our result and the one given by [9] as shown in Figure 1.

---

**Figure 1.** Local well-posedness was shown in [9] for indexes \((k, \ell)\) in region A. Region B contains the indexes \((k, \ell)\) where ill-posedness is shown by our example. The line segment \(c := k - \ell = 1/2\) contains the indexes where well-posedness is conjectured.
3. RESULTS REGARDING THE ZAKHAROV SYSTEMS WITH GENERALIZED NONLINEARITY

In [8], it was considered the IVP for the following generalization of the Zakharov system:

\[
\begin{aligned}
&i\partial_t u + \Delta u = m|n|^2 (m-1)u, \\
&\Box n = \Delta |u|^{2m}, \\
&(u, n, \partial_t n)(0) = (u_0, n_0, n_1) \in H^s(\mathbb{R}^d) \times H^k(\mathbb{R}^d) \times \dot{H}^{k-1}(\mathbb{R}^d)
\end{aligned}
\]  

(3.6)

denoted by \((ZS_m)\). Here \(m \geq 1\) denotes an integer number.

The results in [8] are the following:

**Theorem 3.1.** \((ZS_m)\) on \(\mathbb{R}^d\), \(d = 1, 2\), is locally well posed in \(H^{s_d,m} \times L^2 \times \dot{H}^{-1}\) with \(s_{d,m} < 1\) for all \(m \in \mathbb{N}\).

**Theorem 3.2.** Suppose for some \(s \geq 1\), the initial data \((u_0, n_0, n_1)\) satisfies the regularity condition \((u_0, n_0, n_1) \in \bigcup_{\sigma < s} H_\sigma\). Then the solution \((u(t), n(t))\) to \((ZS_m)\), valid on the interval \([0, T]\) guaranteed by Theorem 3.1 also satisfies \((u(t), n(t), \partial_t n(t)) \in \bigcup_{\sigma < s} H_\sigma\) for \(t \in [0, T]\).

Above \(H_\sigma\) denotes the triple of function spaces \(H^\sigma \times H^{\sigma-1} \times \dot{H}^{\sigma-2}\) and \(\dot{H}^s\) denotes the space of distributions \(\phi\) such that \(\phi = \text{div} V, V : \mathbb{R}^d \to \mathbb{R}^d\) and \(\|\phi\|_{\dot{H}^s} = \|V\|_{H^{s+1}}\).

**Critical values for \((ZS_m)\).** Following the criticality notion in [9], the (IVP) \((ZS_m)\) should be well posed in \(H^k(\mathbb{R}^d) \times H^\ell(\mathbb{R}^d) \times H^{\ell-1}(\mathbb{R}^d)\) for \(k > s_{m,d}, \ell > \ell_{m,d} - \frac{1}{2}\) where

\[
s_{m,d} = \frac{d}{2} - \frac{3}{4m-2}
\]  

(3.7)

The result concerning ill-posedness for the system 3.3 is the following:

**Proposition 3.3.** The Zakharov system \((ZS_m)\) is ill posed in \(H^k(\mathbb{R}^d) \times H^\ell(\mathbb{R}^d) \times H^{\ell-1}(\mathbb{R}^d)\), if

\[
d > \frac{2}{2m-1}, \quad 0 < k \leq \alpha_{m,d} := \frac{d}{2} - \frac{1}{2m-1}, \quad \ell \leq \ell_{m,d} := \frac{d}{2} - \frac{2m}{2m-1}
\]  

(3.8)

**Remark 3.4.** Notice that \(s_{m,d} < \alpha_{m,d}\) and \(\ell_{m,d} < s_{m,d} - \frac{1}{2}\). Then the region of ill-posedness is a rectangle \(B := [0, \alpha_m] \times -\infty, \ell_{m,d}[,\) which is below the region of well-posedness suggested by Collinder in [8]. See Figure 2.

**Remark 3.5.** If \(d = 2\) the range of \((k, \ell)\) is \(0 < k \leq 1 - \frac{1}{2m-1} < 1\) and \(\ell \leq -\frac{1}{2m-1}\), in agreement with the results in Theorem 3.1 although the number \(s_{d,m} < 1\) appearing there is not explicitly given.

4. PROOF OF PROPOSITIONS 2.2 AND 3.3

We begin this section by giving the proof of Proposition 3.3

**Proof of Proposition 3.3.** Let

\[
\begin{aligned}
&u_{\omega,N}(x, t) = e^{-it(N^2 - \omega^2)} e^{iN \cdot x} f_\omega(x - 2tN), \\
n_{\omega,N}(x, t) = -(f_\omega(x))^2m.
\end{aligned}
\]  

(4.9)
The function $f$ above is the unique positive solution of $-f + \Delta f + |f|^{2(m-1)}f = 0$. Solutions of this equation are radially symmetric and decay exponentially to zero as $|x| \to \infty$; see [3], [13]. In addition, the scaling

$$f_\omega(x) = \omega^{\frac{2}{m-2}} f(\omega x)$$

is a solution of

$$-\omega^2 f_\omega + \Delta f_\omega + (f_\omega)^{4m-1} = 0.$$ 

The pair [4.9] is a solution of $(ZS_m)$ with initial data $(e^{iN \cdot x} f_\omega, -|f_\omega|^{2m}, 0)$. In fact, by the Galilean invariance, $u_{\omega,N}$ is a solution of

$$i\partial_t u + \Delta u + |u|^{4m-2}u = 0$$

with initial data $u_{N,\omega}(x,0) = e^{iN \cdot x} f_\omega$.

We have

\begin{align}
(4.10) \quad \widehat{f_\omega}(\xi) &= \omega^{\frac{2}{m-1}-d} \hat{f}(\frac{\xi}{\omega}), \\
(4.11) \quad \mathcal{F}(f_\omega)^{2m}(\xi) &= \omega^{\frac{2m}{m-1}-d} \mathcal{F}(f^{2m})(\frac{\xi}{\omega}).
\end{align}
By the Taylor formula with integral remainder, we have, from (4.10),
(4.12)
\[ |f_\omega(\xi - N_1) - f_\omega(\xi - N_2)|^2 = \left| \int_0^1 \nabla f_\omega\left( \frac{\xi - N_2 + t(N_2 - N_1)}{\omega} \right) \cdot (N_2 - N_1) \, dt \right|^2 \]
\[ = \int_0^1 \omega^{4d - 4d} \left( \int_0^1 \| \nabla f_\omega\left( \frac{\xi - N_2 + t(N_2 - N_1)}{\omega} \right) \| \, dt \right)^2 \]
\[ \leq \omega^{2d - 4d} \| N_2 - N_1 \|^2 \left( \int_0^1 \| \nabla f_\omega\left( \frac{\xi - N_2 + t(N_2 - N_1)}{\omega} \right) \| \, dt \right)^2. \]

Let
(4.13)
\[ \omega = |N|^{\frac{-2k(2m-1)}{(2d)(2m-1)}}, \quad N_1, N_2 \sim N. \]

We have that \( f_\omega \) concentrates in \( B_\omega(0) \). Here we consider two cases:

1. \( k < \frac{d}{2} - \frac{1}{2m-1} \).

In this case, from (3.8), the exponent of \( N \) in (4.13) is less than 1; then if \( \xi \in B_\omega(\pm N) \), \( |\xi| \sim N \). It follows, using (4.12), that
(4.14)
\[ \| u_{N_1, \omega}(0) - u_{N_2, \omega}(0) \|^2_k = \int (1 + |\xi|^2)^k |f_\omega(\xi - N_1) - f_\omega(\xi - N_2)|^2 \, d\xi \]
\[ \leq c|N|^{2k} \omega^{2d - 4d} \| N_2 - N_1 \|^2 \int \left( \int_0^1 \left\| \nabla f_\omega\left( \frac{\xi - N_2 + t(N_2 - N_1)}{\omega} \right) \right\| \, dt \right)^2 \, d\xi \]
\[ \leq c|N|^{2k} \omega^{2d - 4d} \| N_2 - N_1 \|^2 \int \left( \int_0^1 \left\| \nabla f_\omega\left( \frac{\xi - N_2 + t(N_2 - N_1)}{\omega} \right) \right\| \, dt \right)^2 \, d\xi \]
\[ = c|N|^{2k} \omega^{2d - 4d} \| N_2 - N_1 \|^2 \| \nabla f \|^2 \]
\[ = |N|^{\frac{2k(2m-1)}{(2d)(2m-1)}} \| N_2 - N_1 \|^2 \| \nabla f \|^2. \]

We have
\[ \| u_{N_j, \omega}(0) \|^2_k = \int (1 + |\xi|^2)^k |f_\omega(\xi - N_j)|^2 \, d\xi \]
\[ \simeq |N|^{2k} \omega^{2d - 2d} \int \left| f_\omega(\xi - N_j) \right|^2 \, d\xi \]
\[ = |N|^{2k} \omega^{2d - d} \int \left| f(\eta - N_j) \right|^2 \, d\eta \]
\[ = \| f \|^2. \]

Given \( T > 0 \) and \( \delta > 0 \), \( N_1, N_2 \) are chosen so that
\[ T|N_1 - N_2| >> \omega^{-1} = |N|^{\frac{2k(2m-1)}{(2d)(2m-1)}} \]
and thus there is no interaction of \( u_{N_j, \omega} \), \( j = 1, 2 \), at time \( t = T \) where they are concentrated. Taking
\[ |N_2 - N_1| = \delta |N|^{\frac{2d(2m-1)}{(2d)(2m-1)}} \]
we get from (4.14) 
\[ \|u_{N_1,\omega}(0) - u_{N_2,\omega}(0)\|_k^2 \leq c\delta^2, \]
while
\[ \|u_{N_1,\omega}(T) - u_{N_2,\omega}(T)\|_k^2 \simeq \|u_{N_1,\omega}(T)\|_k^2 + \|u_{N_2,\omega}(T)\|_k^2 \geq c|N|^{2k\frac{2}{m+1} - d} = c. \]
Now we take $|N|$ so large that
\[ |N|^{-\frac{2k(2m-1)|d+1)}{2d(2m-1)}} \gg \frac{1}{T^\delta} \]
which is possible since
\[ k > 0, \ d > \frac{2}{2m - 1}, \]
according our hypotheses in Proposition 3.3.

The initial data $n_\omega(0)$ satisfies, from (4.11),
\[ \|n_\omega(0)\|_k^2 = \int (1 + |\xi|^2)^2 |\mathcal{F}((f_\omega)^{2m})(\xi)|^2 d\xi \]
\[ = \omega^{\frac{4m}{m + 1} - 2d} \int (1 + |\xi|^2)^2 |\mathcal{F}((f_\omega)^{2m})(\xi)|^2 d\xi \]
\[ = \omega^{\frac{4m}{m + 1} - d} \int (1 + |\omega|^2|\eta|^2)^2 |\mathcal{F}((f_\omega)^{2m})(\eta)|^2 d\eta \]
\[ \approx |N|^{-\frac{2k(2m-1)(d+1)}{2d(2m-1)}} \|f^{2m}\|_k^2 \]
\[ \leq \|f^{2m}\|_k^2 \]
since the exponent of $|N|$ above is $\leq 0$ in both cases of Propositions 2.2 and 3.3.

2. $k = \frac{d}{2} - \frac{1}{2m - 1}$.

Take $\omega = |N|^\alpha$, for some $\alpha > 1$. Then if $\xi \in B_\omega(\pm N)$, then $|\xi| \simeq |N|^{\alpha}$ and
\[ \|u_{N,\omega}(0)\|_k^2 \simeq \omega^{2k\frac{2}{m+1} - d} = c|N|^{2\alpha(k + \frac{2}{m+1} - \frac{d}{2})} = c. \]

Analogously
\[ \|u_{N_1,\omega}(0) - u_{N_2,\omega}(0)\|_k^2 \leq c|N|^{2k\alpha\frac{2}{m+1} - 3d}|N_2 - N_1|^2 \]
\[ = c|N|^{\alpha(2k + \frac{2}{m+1} - 3d)}|N_2 - N_1|^2. \]

Again, if we take
\[ T(N_2 - N_1) >> \omega^{-1} = |N|^{-\alpha}, \]
there is no interaction of $u_{N_j,\omega}$, $j = 1, 2$, at time $t = T$ where they are concentrated. Thus
\[ \|u_{N_1,\omega}(T) - u_{N_2,\omega}(T)\|_k^2 = \|u_{N_1,\omega}(T)\|_k^2 + \|u_{N_2,\omega}(T)\|_k^2 \geq c. \]
If we take
\[ |N_2 - N_1| = \delta|N|^{-\frac{d(2k + \frac{2}{m+1} - 3d)}, \]
then
\[ \|u_{N_1,\omega}(0) - u_{N_2,\omega}(0)\|_k^2 \leq c\delta^2. \]
Choosing $|N|$ large enough so that
\[ |N| > 2^{(2k + \frac{2}{m} - 3d) + \alpha} > \frac{1}{\ell}, \]
which is possible since
\[ -\frac{\alpha}{2}(2k + \frac{2}{m} - 3d) + \alpha = -\frac{\alpha}{2}(d - \frac{2}{m} - 1 + \frac{2}{m} - 1 - 3d) + \alpha = \alpha(d + 1) > 0, \]
we get (4.14). For the initial data $n_x(0)$ we have
\[ k_n(0) \leq 2^{(d - \frac{2}{m} + 2\ell - d)} \|
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